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Preface

Currently, large generative artificial intelligence (Al) models have become a focus
and hot topic for all different people. Large models such as ChatGPT and Bard are a
leap forward in Al technology and represent the transition of Al technology from
perceiving and understanding the world to creating the world. The government domain
involves a large volume of content production and human-to-human interaction. It is
highly aligned with the high-level information collection, text summary, and intelligent
interaction capabilities of generative Al large models. This field is fertile ground for the
future application of generative Al large models.

Since the emergence of large model tools, countries around the world have
explored the possibility of applying new technologies in government governance,
promoting the formation of a wave of digital government reforms with
intelligentization (£ #E1k) as their main feature. In terms of the scope of application,
the application of large models in the government domain has been widely explored.
Eighteen countries or regions, including the United States, the UK, Australia, Canada,
Singapore, Japan, and South Korea, have applied large models in government affairs
management, covering 13 specific scenarios in the 5 major fields of government
internal office work, government information disclosure, government service provision,
optimization of people’s livelihood ([&%E) services, and national defense and aerospace.
In terms of application depth, the awareness and utilization rate of large models in
the government domain have reached a high level in some countries. The Roland
Berger consulting firm predicts that, provided they receive ample applications, large
models are expected to reduce operating costs in the public service industry by 1.8%.
In terms of deployment and promotion, countries and regions such as Singapore,
Japan, and the United States are at the forefront in practice. They have promoted the
transition from local and dispersed exploration to integrated applications and have
made overall arrangements for deployment methods, data processing, and other
aspects.

In order to make good use of the “double-edged sword” of large model
technology, countries are actively promoting organizational, talent, and
technological changes to adapt to new governance challenges, while accelerating
the application of large models in the government domain at the same time. Since
2023, South Korea, Singapore, the United States, the UK, Australia, New Zealand,
Japan, Canada, and Denmark have successively issued interim guidelines for the use of
generative Al by government agencies (civil servants). They are working to avoid
technical risks and promote the compliance of applications by clarifying usage
principles, framing the scopes of scenarios, and establishing regulatory norms.



However, because the technology is still in the stage of rapid development, ambiguity
still exists in governance policies: First, a complete risk governance framework for
government application of Al technology has not yet been formed. Second, scenario
categorization and grading, and end-to-end supervision specifications are relatively
rough and cannot achieve full coverage of new technology application behaviors.

In China, the application of large models in the government domain is still in
its initial exploratory stage. According to statistics, there are at least 56 large model
vendors in China that have deployed products in the government domain. Of these, 15
vendors including Baidu (F J¥), Beijing Knowledge Atlas Technology Co., Ltd. (Zhipu
Al; B, iFlytek (BFAKTH K), SenseTime (% %H%), the Institute of Automation of
the Chinese Academy of Sciences (CAS Institute of Automation; H [E#} 2 F B s AL 5
A7), Alibaba Cloud (Fif . =), 360, and Kunlun Tech (£ /3 4£) have registered large
model products. Localities including Beijing, Shanghai, Hangzhou, and Shenzhen have
introduced policies to promote the implementation of large model applications in the
government domain. Government hotlines, intelligent customer service, urban
governance, healthcare, and education are key implementation directions. With the
rapid development of large generative Al models, it is expected that, in the future,
related technologies will be widely applied in the construction of smart cities and the
provision of government services in various places, becoming a powerful force
promoting a new round of governance transformation. Government agencies need to
strengthen forward-looking deployment, proactively respond to the opportunities and
challenges brought by new technological changes, develop a full understanding of
large model technology from multiple levels, including strategy, business,
organization, and risk, accelerate explorations into the feasible paths for the
development and application of large government models suitable for China, and
accelerate the modernization of government governance.
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. Al large models bring new opportunities for reforms of government
governance

Currently, scientific and technological (S&T) innovation in the field of artificial
intelligence is extremely active and has increasingly become an important force that is
changing the world’s competitive landscape. A number of landmark, cutting-edge
achievements have been achieved one after another, and large model technology, as
represented by ChatGPT, has triggered a new development boom in general purpose
artificial intelligence.! With the advantages of strong intelligence, strong versatility,
and strong interactivity, large models have been deeply integrated with traditional
sectors such as transportation, healthcare, and industry, becoming a key force in
further promoting changes in industrial development and governance. In the industrial
field, large models have achieved automated optimization for automotive, modeling,
and other design processes, as well as intelligentized management through logistics
and security. In the medical field, large models can predict the structure of protein
molecules, assist doctors in image reading and analysis of case reports, and launch Al
caregiving and interactive psychological counseling applications. In the financial field,
large models have given birth to digital employees, with Al customer service, Al
investment consultants, and Al finance used to automate services, and further
optimized investment management and risk management.

The government field involves a large volume of content production and
human-to-human interaction. It coincides well with the high-level information
collection, text summary, and intelligent interaction capabilities of generative Al.
This field is fertile ground for the future application of large models. On the one
hand, the government has a good foundation for the application of Al technology.
International Data Corporation (IDC) data show that Al penetration in China’s
government industry will be 52% in 2022, behind only the Internet industry (83%) and
the financial industry (62%).2 According to official disclosures from the National
Development and Reform Commission (NDRC), China’s government data resources

! Translator's note: The Chinese term i A\ T.#fi¢ can be translated into English either as "artificial
general intelligence" (AGI) or "general purpose artificial intelligence" ("general purpose Al," for short).
This translation opts for "general purpose Al" because when Chinese writers use the term i ] A\ T2 fig,
they are usually referring to a broadly capable form of Al, rather than to Al that resembles human
cognition, as AGl implies. For a more thorough discussion of this term, see Wm. C. Hannas, Huey-Meei
Chang, Daniel H. Chou, and Brian Fleeger, "China's Advanced Al Research: Monitoring China's Paths to
‘General’ Artificial Intelligence," Center for Security and Emerging Technology, July 7, 2022,
https://cset.georgetown.edu/publication/chinas-advanced-ai-research/, pp. 1-3.

2|DC, Evaluation Report on the Development of Artificial Intelligence (Al) Computing Power in China for
2023-2024, December 2022.
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account for more than 3/4 of the country’s total data resources, which will provide
ample base fuel for large model training and continuous updates.3 On the other hand,
as the construction of digital government proceeds, the level of inclusiveness and
convenience of government services continues to improve, and the volume of online
and offline services increases, there will be an urgent need to use new technological
means to solve the problem of insufficient government response capabilities. Taking
the 12345 government service hotline as an example, from 2020 to 2022, Beijing
received 11.04, 14.85, and 75.92 million calls from the public, respectively, an increase
of 588% in three years. Among them, simple consultation and information hotlines
accounted for 88% of the total in 2022. The utilization of core capabilities such as
generative Al intelligent interaction and document production can significantly
alleviate the service pressure caused by the surge in hotline consultations in
megacities.*

Digital government construction in the Al-generated content (AIGC) era will also
face new changes and opportunities. First, it will change the existing human-computer
interaction model, promoting the evolution and upgrading of “Internet + government
services” to “intelligence + government services.” On the service demand end, through
anthropomorphic communication and human-Llike interaction, large models can
enhance the ability of an inquiry system to understand users’ natural language and the
context of inquiries, automatically and accurately extract user needs, and improve
response accuracy and service success rate. On the service supply end, they can
replace human workers or intelligently assist in repetitive tasks such as service
guidance and consultation, replace and optimize front-end human labor in government
services on a large scale, and reduce service pressure. Second, innovative content
production methods will achieve the automation and replacement of human workers in
some administrative activities such as keeping meeting minutes and document writing,
eliminate unnecessary administrative burdens, and free government personnel,
especially lower-level personnel, from “endless paperwork” so they can apply
themselves to forward-looking, holistic, and innovative work, assuming a role more like
a comprehensive coordinator and final decision maker in responding to complex
problems. Third, the formation of a new “model as a service (MaaS)” service format to
sit alongside the traditional infrastructure as a service (laaS), platform as a service
(PaaS), and software as a service (SaaS) formats as a component of government cloud
platforms. Together, they can empower upper-level government application systems
such as “one network for everything” ( “—Mi#E7r” ), “one network for unified

3 See https://www.ndrc.gov.cn/xxgk/jd/jd/202303/t20230317_1351341_ext.html.
4 Beijing Municipal Affairs Bureau, 2022 Annual Data Analysis Report on the Beijing 12345 Citizen
Service Hotline.
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management” ( “—MiE%E " ), and “one network for collaboration” ( “—Mp[E” ) to
improve the existing digital government construction layout.

ll. Thereis a global wave of large model applications in the government
domain

(i) Exploration is advancing rapidly and application prospects are broad

Since the emergence of large model tools, such as ChatGPT, more and more
countries around the world are exploring the possibility of applying new technologies
in government governance, promoting the formation of a wave of digital government
reforms with intelligentization as their main feature. In terms of application breadth,
the exploration of the application of large generative Al models in the government
domain is already relatively mainstream. As of October 2023, 18 countries and
regions including the United States, Portugal, the UK, Ireland, Denmark, Australia,
Canada, the United Arab Emirates (UAE), Qatar, Israel, Singapore, Japan, South Korea,
India, Malaysia, and Cambodia have applied large models in government affairs
management. At the application level, large models have been applied by both local
and central government departments as well as local agencies. For example, the
General Services Administration (GSA) of the U.S. federal government, the
Washington State Government, and the City of Boston are simultaneously promoting
the application of large model technology. In Japan, central government departments
such as the Ministry of Agriculture, Forestry and Fisheries, level-1 administrative
districts such as the Tokyo Metropolitan Government, and local governments such as
that of Yokosuka City also use large model tools such as ChatGPT in government
offices. In terms of application scenarios, these applications cover multiple scenarios
such as text generation, service provision, decision-making analysis, and scientific
research and innovation. Large models are integrated into all aspects of government
activities as auxiliary tools. In addition, some regions or departments have issued
instructions to prohibit public officials from using large model tools for a limited period
due to data security risks and other reasons, such as the U.S. Environmental Protection
Agency and the Maine state government.

Table 1 Application of large model technology by governments of various countries
(regions)

No. | Country/ Region Scope of application

House of Representatives, Department of Defense (DoD), National
Aeronautics and Space Administration (NASA), Department of Health and

1 United Stat
nited States Human Services (HHS), General Services Administration (GSA), and 8
states, cities, counties, etc.
2 Canada Civil servants use large model products in office work




No. | Country/ Region Scope of application

3 United Kingdom Chancellor of the Exchequer uses ChatGPT to write speeches

4 Denmark Prime Minister uses ChatGPT to write speeches

5 Portugal Ministry of Justice, 112 government emergency hotline

6 Ireland Department of Agriculture, Department of Transport

7 Romania Prime Minister uses ChatGPT-like Al assistant

8 Australia Department of Home Affairs

. Agency for Science, Technology and Research, Ministry of Manpower,
9 Singapore ..
Ministry of Health, etc.
Ministry of Agriculture, Forestry and Fisheries, Tokyo Metropolitan
10 Japan Government, Fukushima Prefecture, Tochigi Prefecture, Yokosuka City in
Kanagawa Prefecture, Tobetsu Town in Hokkaido, etc.

11 South Korea 120 Dasan Seoul Call Center

12 India Ministry of Electronics & Information Technology, Ministry of Education
13 Malaysia Ministry of Science, Technology, and Innovation

14 Cambodia Digital Government Council

_ Taiwan regional main oversight department for educational affairs (& /&
Taiwan (T H & - P o . . : .
15 ) XHH FL%EEE]), Taipei City Educ.at|on Bureau, Tainan City Education
Bureau, Hualien County
16 United Arab Dubai Electricity and Water Authority, Telecommunications and Digital
Emirates (UAE) Government Regulatory Authority, National Government Portal
17 Qatar National Government Portal
18 Israel President uses ChatGPT to write conference speeches

Source: Compiled from public data

In terms of application depth, the rates of awareness and utilization of large

models in the government domain have reached a high level, and their application
prospects are broad. Research data released by Goatman, an Al research company,
shows that more than 50% of Japanese prefecture-level governments are using
ChatGPT.® An online questionnaire survey conducted by Japan’s Nomura Research
Institute showed that the utilization rate of ChatGPT in government departments
reached 17.5%, behind only the information and telecommunications industry (32.8%)
and manufacturing (19.2%).° A survey of 1,320 civil servants in the Public Service of
Canada showed that 11% of civil servants have used large Al model tools such as
ChatGPT and Bard in their work.” Roland Berger, a well-known management
consulting firm, predicts that the second wave of large generative Al models will be in

5 Goatman, Survey on the Introduction and Use of ChatGPT in 47 Prefectures Across the Country,
August 2023.
6 Nomura Research Institute of Japan, ChatGPT Usage Trends in Japan (as of June 2023), June 2023.

7 Global Government Forum, One in ten Canadian public servants already using Al for work purposes,
August 2023.



industries such as education, telecommunications, and public services. Although these
industries invest relatively little in informatization ({5 S1t), generative Al technology
can offer vast potential value. Roland Berger predicts that, provided they receive
ample applications, large models are expected to reduce operating costs in the public
services industry by 1.8%.

IT Expenditure %

(Percentage of total revenue)

10.5%

7.0%

6.5%

6.0%

5.5%

5.0%

2.0%

1.5%

1.0%

0.5%

0.0%

\\
\\

® Communications

® Public services

\\
\\

® Consumer goods

@ Retail @® Medical services

@ Transportation and logistics @ Entertainment and media

@ Agriculture ® Energy

Advanced manufacturing
®  DReal estate

Chemical @ @® Materials

@ Pharmaceuticals and medical equipment
Automotive

@ Construction industry /1

Education @

Internet and tech

Financial services

Professional

T T T T T A T

0.0% 0.5% 1.0% 1.5% 2.0% 2.5% 4.0% 4.5%

T

1/
I

H—
6.5% 11.5%

Cost reduction %

Source: Roland Berger

Figure 1 Sequence waves of the industrial impact of generative Al

In terms of deployment promotion, countries and regions such as Singapore,
Japan, and the United States are at the forefront in practice and have promoted the
transition from local and decentralized exploration to integrated applications. Some
countries are deeply aware of the transformative impact of large model technology on
government governance and its prominent security risks. They have begun to try to



make overall arrangements concerning deployment methods, data processing, and
other aspects in order to improve the government’s ability to integrate and apply new
technologies. Japan’s Digital Agency partnered with Microsoft to set up high-
processing power equipment used in large-scale Al model products in government
data centers to process classified (F1%) government information. Singapore has set up
an Al innovation sandbox to provide the public sector with pre-trained generative Al
models and elementary code development tools. Some large model vendors have
adapted to the needs of governments for application integration and provide service
capabilities tailored to governments. Microsoft has concluded partnerships with the
U.S. and Japanese governments to provide them with services to call ChatGPT through
the Microsoft Azure intelligent cloud platform. Accenture released FedGPT specifically
for use by U.S. federal government agencies. The South Korean Internet giant NAVER
provides Arab countries with large Al models aligned with their cultural backgrounds.

(ii)

potential is emerging

Applications cover a wide range of scenarios and their technological

Judging from the practice of various countries (regions), we can divide large
model applications into 13 specific scenarios in the 5 major fields of government
internal office work, government information disclosure, government service provision,
optimization of people’s livelihood services, and national defense and aerospace. Large
model application scenarios have expanded from inside the government to external
services and governance, from simple office work to smart people’s livelihood
construction, and good application results have been achieved in some scenarios.

Table 2 Distribution of large model application scenarios in government governance

Application
pF:‘iel d Scope Specific scenarios Representative cases
i Knowledge retrieval and .
Internal For the operation and g . Yokosuka City, Japan
processing of internal collection
government . . .. . . .
. affairs, with civil servants Internal document Singapore Pair civil service
office work . . g
as the main users drafting document writing system
Public news or manuscript .
. . . .. P Yokosuka City, Japan
Government | Provide text, video, audio, writing
affairs and other information to Simplify or rewrite official Ministry of Agriculture,
information | external users, mainly for documents Forestry and Fisheries of Japan
disclosure |external publicity Produce government .
. . Boston city government
promotional materials
Provides services to the Government affairs .
Government ) . . Portugal 112 hotline
cervice public and enterprises, hotline
rovision with the main purpose of Business management Dubai Electricity and Water
P helping them transact intelligent assistants Authority, UAE




Applicati ipn . .
pF:‘iIecl: fon Scope Specific scenarios Representative cases
gov'ernment—related Specialized field inquiry MinistrY of Electronics &
business Information Technology of
systems .
India
Optimization Improve social and Education Chinese province of Taiwan
, livelihood services such as
Olf pel.(;pleds healthcare, transportation, Healthcare Singapore Ministry of Health
ivelihoo .
. education, and Singapore Ministry of
services Employment
employment Manpower
National Applications ir_lvolvin_g National def_ense and U.S. DoD
national security, national security
defense and . .
S&T innovation strength,
aerospace otc Aerospace NASA

Source: Compiled from public data

1. Auxiliary tool in internal government office work

First, auxiliary knowledge retrieval and collection: Based on a massive volume
of training data, large models can instantly collect a large amount of information based
on prompts. Deep learning algorithms can also enable large models to categorize and
cluster information, organize and summarize dispersed information, and provide civil
servants with highly relevant, highly integrated information, becoming an “intelligent
inquiry assistant” for civil servants. Specifically, civil servants can use tools such as
large language models (LLMs) to conduct knowledge retrieval in scenarios such as
information collection, policy research, and bidding standards research. For example,
the Irish Department of Agriculture uses ChatGPT to retrieve information on and
handle technical and software-related issues. The UK, South Korea, and Australia
recommend that government staff use tools such as ChatGPT in policy research and
information collection. In Yokosuka, Japan, civil servants use ChatGPT to retrieve
information for task inspiration and policy recommendations. A survey showed that
30.4% of civil servants in the Yokosuka city government use ChatGPT for knowledge
retrieval, which is the scenario with the highest proportion of use. 54.3% of civil
servants believe that the knowledge retrieval function provides them with information
and creativity that traditional methods cannot provide.® Yokosuka city also used
ChatGPT to develop and launch a Q&A system designed for other government
departments, so that other cities can inquire about and understand the use of ChatGPT
by the city government. Chiba Prefecture, Japan conducted a survey on generative Al
applications, which showed that about 70% of civil servants believe that using large

8 Yokosuka City Management and Planning Department, ChatGPT Application Demonstration Results Report, June
2023.



model tools such as ChatGPT can improve their business efficiency. Of these, 90% of
civil servants believe that the most obvious scenario for improving efficiency is in
Visual Basic for Applications (VBA) creation and coding knowledge.®

Second, assistance in the automation of internal document drafting: Writing
government documents is an internal affairs task that has a heavy workload and is
highly mechanical with “templates” to follow. After being trained on a high-quality
corpus, large models and their derivatives can competently complete tasks such as
content proofreading, materials compilation, and content summarization. They can also
output text information according to specified frameworks and templates. Applying
large model tools to the writing of government documents can free civil servants from
complicated text writing work, allowing them to devote more time to creative work. At
present, large models are used in the writing of various application-type documents
such as government briefings, reports, meeting minutes, and emails. For example,
Singapore’s Open Government Products developed the Pair civil servant document
writing system, which can sort through a large number of inquiries in a few seconds
and write emails and first drafts of government reports, which are then revised by
staff. Data shows that, during the trial operation phase, the Pair system served more
than 11,000 users from more than 100 government agencies, with more than 4,500
weekly active users.'? In the U.S. House of Representatives, ChatGPT is mainly used
internally in offices to create and summarize text content, including summarizing
information from speeches, writing policy documents, and drafts of bills. The Japanese
government has concluded an agreement with Microsoft, whereby Microsoft will
provide large model tools to Japan’s Digital Agency and other departments, which will
be mainly used in scenarios such as statistical analysis of government data and
providing government officials with draft responses to parliamentary inquiries. In
addition, other regions are departments such as Yokosuka City and the Tokyo
Metropolitan Government in Japan, Hualien County of the Taiwan Province of
China, and the Digital Government Committee of Cambodia have applied ChatGPT
to the preparation of internal government documents.

9 Chiba Prefectural Government official website, Results of the department-wide survey on the
utilization of generative Al, November 2023.
10 Public data from Singapore’s Open Government Products. https://www.open.gov.sg/products/pair/.



Source: Official website of Singapore’s Open Government Products
Figure 2 Singapore Pair civil service document writing system

2. Facilitating government affairs information disclosure

Different from the use cases oriented to the internal office work of government
officials, the application of large models in government information disclosure refers to
the use of large model tools to output government intentions or information to the
public. Applications in this field not only rely on the natural language processing
capabilities of large models, but the multi-language and multi-modal capabilities of
large models also help governments expand the scope of their information audiences
and enrich the formats of information disclosure. In addition, large model tools can
output content according to a specified tone and style, which can help the government
adopt the standpoint of the masses, output concise and easy-to-understand
information that meets the needs of the masses, and make it easier for the masses to
accept and understand government information. Currently, large models are effectively
used in three specific scenarios: drafting public press releases, simplifying and
rewriting policy documents, and generating government promotional materials.

First, drafting public press releases: For example, on April 18, 2023, the official
website of the Yokosuka city government in Japan published a news item titled A first
for a city government! The Yokosuka city government has begun to demonstrate the
use of ChatGPT citywide. This article clearly stated that “this news article was written
by ChatGPT, and the staff only partially proofread and polished it.” Hualien County,
Taiwan Province, China used an exclusive closed database of news articles to fine-
tune ChatGPT to produce press releases for events, saving about 15 minutes in writing
each press release.! The U.S. House of Representatives Digital Services Team said
that ChatGPT will be used in the House of Representatives to generate voter response

11 United Daily News, Leveraging Al to improve efficiency, Hualien County takes the lead in using
ChatGPT, September 2023.



drafts and press documents.

4:‘: &ZEﬁFﬁ REEHCRCLES,

Yokosuka City

A First for the Municipality! Yokosuka City Hall to Start a Government-
Wide Application Demonstration of ChatGPT (April 18, 2023)

Yokosuka City Hall will conduct a government-wide demonstration of the use of
ChatGPT.

ChatGPT, developed by OpenAl, is a system that uses natural language processing
technology to enable artificial intelligence to carry out natural conversations. While
conversing with the Al, users can answer questions, compose sentences, translate
words, and summarize sentences.

By linking ChatGPT’s API function to “LoGo Chat,” a business chat tool exclusively for
local governments provided by Trustbank Corporation, Yokosuka City will allow all
employees to create sentences, summarize sentences, check typos and omissions, and
generate ideas, etc. using the chat tool they normally use in their work. This is expected
to improve the efficiency of business operations, and we hope that it will generate a
variety of use cases through widespread utilization by employees.

Yokosuka City will ensure the safe handling of information by using a method that does
not allow secondary use of information entered into ChatGPT, and by not handling
confidential or personal information.

Yokosuka City aims to actively utilize technology in accordance with the “Smart City
Promotion Policy” and the “Yokosuka City Digital Government Promotion Policy” to
ensure efficient and effective implementation of various operations. By doing so,
employees will focus on work that only people can do and that only can be done
because it is done by people, and will promote efforts to realize the happiness of
citizens.

This release was drafted by ChatGPT and proofread by staff.

Source: Official website of Yokosuka city government, Japan

Figure 3 Yokosuka City, Japan publishes news article written by ChatGPT

Second, simplifying or rewriting official documents: For example, the Ministry
of Agriculture, Forestry and Fisheries of Japan uses ChatGPT to update regulatory
documents. Because the ministry needs to revise thousands of pages of regulatory
documents every year, the introduction of ChatGPT has significantly reduced the
workload of document revisions. The ministry also uses ChatGPT to simplify online
operation guides, such as the guide for subsidy applications, to help people
successfully complete applications. The government of Fukushima Prefecture uses
ChatGPT to create summaries and children’s versions of the prefecture’s plans. The
city government of Boston, USA recommends the use of large model technology for
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simplified text writing and multilingual text writing to promote the disclosure of
government information to people of different ages, different education levels, and in
different languages.

Third, generating government promotional materials: For example, places such
as Tobetsu Town, Hokkaido and Yokosuka City, Kanagawa Prefecture in Japan use
ChatGPT to produce government promotional text. Ibaraki Prefecture is integrating
ChatGPT into “Hiyori Ibara,” a virtual tourism YouTuber certified by the county
government to enhance the fun of interaction between the masses and this virtual
person and enhance the prefecture’s attraction as a tourist destination. The U.S. House
of Representatives uses ChatGPT to generate logo graphics for government brand
promotion. Boston also specified the production of government promotional posters,
videos, and songs as recommended use cases.

3. Optimizing government service interaction

The human-like dialogue and interaction capabilities of large models can reshape
the model by which governments provide service consultation and business processing
to users. Existing practice is mainly found in the optimization and upgrading of
government service inquiry systems. Inquiry systems are the most visible and most
important link in the government’s provision of services to the people and enterprises.
Traditional government inquiry systems only support the “one question and one
answer” format, requiring users to use specific vocabulary or specialized language to
trigger responses. In addition, the responses are broad and instructions are not direct
and precise enough. The combination of large model technology and government
inquiry systems can improve the inquiry system'’s ability to understand users’ natural
language and inquiry context, automatically and accurately extract user needs, and
improve response accuracy and service success rate. Multiple rounds of dialogue
interaction can also help the government inquiry system to guide and assist users
through the entire business process, creating government service delivery models such
as “dialogue as a service” and “platform as an assistant.”

At present, large model technology has been implemented in three types of
specific scenarios: government hotlines in inquiry systems, government portal Q&A
bots, and government knowledge Q&A systems in niche scenarios.

First, helping intelligentize government hotlines: For example, in Seoul, South
Korea, the 120 Dasan Call Center plans to apply ChatGPT to its city inquiry hotline to
promote full automation of violation information reporting, petition processing, and
consultation. The Portuguese government is testing a new Al system based on
ChatGPT to be used in call answering, problem assessment, work order dispatch, and
other aspects of the 112 emergency hotline in order to shorten the call response time

11



and improve the call completion rate.

Second, creating intelligent assistants for government services: For example,
the Dubai Electricity and Water Authority in the UAE has embedded ChatGPT into a
chatbot to provide users with 24/7 service support, which can provide task
consultations for bill inquiries, outage updates, and service requests. Qatar’s Ministry
of Communications and Information Technology embedded GPT technology into the
Hukoomi national government portal to improve the user experience and increase
service efficiency. The Telecommunications and Digital Government Regulatory
Authority of the UAE uses ChatGPT on government websites to provide website
domain name recommendation services for small and medium-sized enterprises.
Enterprises can obtain Arabic or English domain names with the suffix “.ae” by
providing a description of their business operations. The UAE national government
portal has also embedded ChatGPT into its inquiry system U-ASK. The Singapore
Government Technology Agency formed a knowledge base based on government
documents and linked it to LLMs provided by Google and Microsoft. It has transformed
21 government service chatbots into engines driven by LLMs. Previously, staff had to
manually specify as many as 10 to 15 different forms of a question to trigger keywords
for a single question. However, with the natural language processing and human
feedback reinforcement learning capabilities of large models, this process is simplified,
reducing the manpower and time required to train, maintain, and update chatbots.!?
This agency plans to move all government chatbots to LLM-driven engines by the end
of 2023. Malaysia’s Ministry of Science, Technology and Innovation reported that it is
embedding ChatGPT into government services to handle public consultations. The
New York City government in the United States has applied Al technology to help
families obtain childcare services by launching the MyCity portal. They also launched
the first Al chatbot pilot project to help business owners and entrepreneurs more
easily access information from the New York City government website.

Box 1: Dubai Electricity and Water Authority uses ChatGPT to improve the skills
of its virtual Al employee Rammas

In February 2023, Moro Hub, a subsidiary of the Dubai Electricity and Water
Authority, partnered with Microsoft and announced that it would use ChatGPT
technology to enhance the services of and upgrade its existing virtual Al employee
Rammas. The Dubai Electricity and Water Authority became the first government
department in the world to use large model technology. After integration with
ChatGPT, Rammas’s ability to learn from data and understand and analyze customer

12 Govlinsider, Is it time to say goodbye to ‘Ask Jamie'? Inside GovTech'’s refresh of government chatbots,
September 2023.

12



inquiries has improved, and it can respond to user needs in a more timely and
accurate manner. In addition, with the support of a large model, Rammas can also
adapt to the usage behavior habits and preferences of users to provide them with
customized answers. In addition, it can analyze data such as sensor data, electricity
meters, and weather forecasts to provide data-driven recommendations for the
operation of the Electricity and Water Authority. Data show that from the end of
April 2023 to the end of June 2023, Rammas supported by ChatGPT responded to
32,084 inquiries, with a customer satisfaction rate of 90%. With the successful
application of ChatGPT in the government consultation system, the Dubai Electricity
and Water Authority will use large model technology in the provision of more
services to assist its digital transformation.

Source: Compiled based on public news articles from Emirates News Agency and other websites

Third, supporting inquiry services in specialized fields: For example, the
Ministry of Electronics and Information Technology of India trained ChatGPT based
on Indian government documents and 12 commonly used local languages and also
integrated it with speech recognition software. They then embedded ChatGPT into the
chat software WhatsApp to provide inquiry services for government subsidy support
related policies and projects to vulnerable groups such as farmers and low-income
people with different language backgrounds and low educational levels. The
Portuguese government uses large model technology, supplemented by training on
specialized legal professional knowledge, to develop a knowledge Q&A guide
program for the judicial field. This program provides citizens with consulting services
related to judicial proceedings, document processing procedures, and other such
processes. The Singapore Government Technology Agency has introduced large
model technology into the SupportGoWhere government assistance application
website. Residents can directly obtain information on assistance programs they can
apply for by describing their situations.
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Figure 4 Portuguese judicial user guide program

4. Creating intelligent livelihood projects

Large models demonstrate excellent performance in fields relevant to the
people’s livelihoods, such as education and healthcare. OpenAl officials report that
ChatGPT-4 surpasses 89% of human candidates in mathematics scores on the SAT,
the U.S. college entrance examination. ChatGPT-4 and Med-PalLM 2 (a medical LLM
developed by Google) have both passed the United States Medical Licensing
Examination. At present, governments in many places use large model technology to
optimize people’s livelihood services in education, healthcare, and employment.

First, helping to build intelligent education. For example, the Taiwan regional
main oversight departments for educational affairs have leveraged large model
technology and speech recognition synthesis technology to develop the CoolE Bot
thematic scenario-based English chat robot to help primary and secondary school
students improve their English. Taipei City used ChatGPT to develop an automatic
question generation system and Al teaching assistant on its online education platform
“CooC-Cloud” to reduce teachers’ workload and track students’ online learning status.
Tainan City used ChatGPT to develop a generative Al-assisted learning intermediary
platform, which has functions such as asking questions to guide teaching, filtering out
inappropriate information, analyzing and recording the learning process, and instantly
diagnosing learning results. It assists teachers and students in lessons on
programming, English, literature and art creation, and other related subjects. The
Indian government used the course repository of the national teaching platform
DIKSHA to train ChatGPT and then integrated it with online translation software to
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create a local language course knowledge acquisition platform for students and
promote the democratization of local education.

Second, improving the level of intelligentization in medical and health services.
For example, the HIV.gov website of the U.S. Department of Health and Human
Services uses LLMs to process and analyze data from the Centers for Disease Control
and Prevention to assist in decision-making. Synapxe, a health information system
company directly under the Ministry of Health of Singapore, used GPT tools in the
Microsoft Azure cloud to develop a professional GPT platform for healthcare
personnel, providing disease care plans for patients and helping doctors track patients’
medication use and changes in health status.

Third, providing employment guidance services. Large models have powerful
data analysis capabilities and can accurately match the individual characteristics of job
seekers with employers’ job requirements. They can also further analyze job market
data and provide reliable data support for government employment policy formulation.
For example, Singapore’s Ministry of Manpower used ChatGPT and open-source
frameworks to create a career assistant that not only achieves two-way accurate
recommendations of both job seekers and positions, but also generates personalized
resume summaries for job seekers based on specific positions.

5. Strengthening national defense S&T power

The United States has explored the application of large model technology in two
major national S&T innovation programs: national defense and security, and aerospace.

The U.S. Department of Defense (DoD) continues to promote the monitoring and
exploration of large model applications in the field of national defense and security. In
January 2023, the DoD Defense Information Systems Agency (DISA) included
generative Al technology in the 2023 Tech Watchlist to increase the DoD’s awareness
of the potential of new technologies in improving intelligence, operational planning,
and administrative business processes. In June, the Pentagon stated that it was joining
forces with academia and business to jointly train and develop a multi-modal large
model system specially customized for the DoD. At the same time, the DoD is testing a
variety of generative Al models in its “Global Information Dominance Experiments.” It
aims to use new technologies to enhance the capabilities of the U.S. military’s Joint All-
Domain Command and Control operations structure. In August, the U.S. Marine Corps
Systems Command pushed forward the development of a dedicated large-scale
chatbot to enhance the capabilities of its decision support system.

NASA is developing a ChatGPT-Llike aerospace Al assistant, which can not only
provide conversational operational guidance for astronauts, but can also improve the
efficiency of spacecraft malfunction detection and repair. In addition, NASA employees
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are also testing and evaluating the feasibility, accuracy, and cost of using ChatGPT for
code writing and research summarization.

(iii) Deployment methods are diverse and there is still no unified path

Due to different risk tolerance levels, government innovation traditions, national
conditions and policies, and other factors, governments of various countries adopt
different deployment methods for large models, and no unified model has yet been
formed. Based on factors such as data security, compute stability, and deployment
costs, the current deployment methods adopted by major countries can be roughly
divided into three categories: paid subscription, customized deployment, and the
creation of dedicated government models.*3

1. Paid subscription

Paid subscription means that government agencies or civil servants directly
access a public third-party AIGC platform, or call mature large-model products on the
market through enterprise services. Seven regions, including Japan, adopt the paid
subscription model. The Ministry of Agriculture, Forestry and Fisheries of Japan, the
U.S. House of Representatives, the Cambodian Digital Government Committee, and
the UK, Denmark, Israel, Canada, and other governments allow their civil servants to
directly use ChatGPT for daily office affairs. From June to July 2023, Microsoft
concluded partnerships with the U.S. and Japanese governments to provide them with
services to call ChatGPT through the Microsoft Azure intelligent cloud platform.

Adopting a paid subscription model can reduce government financial investment
and speed up the transformation of government governance enabled by new
technologies, but it also has serious drawbacks. First, the security risks are relatively
high. The existing large model platforms or tools on the market still have technical
vulnerabilities, and data security incidents occur from time to time. Government
information can be highly classified and improper use can very easily lead to major
risks such as data leaks and infringement on privacy. Second, the degree of
personalized service is low. The corpus materials used to train existing large models
mainly come from public data such as Wikipedia and social media platforms, and
specialized government affairs knowledge makes up only a small proportion. The
model capabilities are not closely aligned with the governance activities of government
agencies, and application scenarios for government are relatively limited.

2. Customized deployment

13 References Roland Berger's classification of large model deployment methods in The Road to Enterprise
Applications of Generative Artificial Intelligence, October 2023.
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Customized deployment refers to training and fine-tuning models on the
foundation of a general purpose large model combined with data and knowledge
bases from the government domain'4. The resulting model is deployed on government
proprietary servers to improve the professionalism of responses and data security.
Nine countries and regions, including Singapore, adopt the customized deployment
model. Malaysia, the UAE, Qatar, South Korea, the United States, and other countries
and regions have embedded ChatGPT into existing government service systems or
government portals, using large model technology to improve the personalized service
capabilities of government systems. Singapore, India, Portugal, and others have used
large model technology capabilities to develop special software for government
offices, people’s livelihood services, and other scenarios so as to improve government
service efficiency and optimize the service experience of the public.

Customized deployment is more secure and more personalized than the paid
subscription model. First, the application scenarios are better suited to the
government domain, extending from general knowledge Q&A and public text
generation to government document writing, government service Q&A, legal policy
consultation, and other scenarios, and the degree of personalization in these scenarios
has been improved. The more in-depth nature of these application scenarios means
that the government needs to use government data to fine-tune the model for the
corresponding scenarios. For example, the policy advisory system for vulnerable
groups developed by the Ministry of Electronics & Information Technology of India, the
“Practical Guide to Justice” developed by the Ministry of Justice of Portugal, and the
large-model chatbot project of the Singapore Government Technology Agency all use
government data for model tuning. Second, these large models have greater access
to government information, prompting governments to take measures to reduce
security risks. Three general approaches are taken to promote data security: The first
is to set up dedicated equipment. For example, Japan’s Digital Agency partnered with
Microsoft to set up high-processing power equipment used in large-scale Al model
products in government data centers to process classified government information.
The second is independent data storage. For example, when the United States and
Singapore use large model tools, the data is stored in the government cloud and a
confidentiality agreement is set up to ensure that the data is not obtained by
enterprises. The third is to set up a secure testing environment. For example,
Singapore has set up an Al innovation sandbox to provide the public sector with pre-
trained generative Al models and elementary code development tools. Institutions can

4 McKinsey: Fine-tuning is the process of adapting a pretrained foundation model to perform better in a
specific task. This entails a relatively short period of training on a labeled data set, which is much
smaller than the data set the model was initially trained on. This additional training allows the model to
learn and adapt to the nuances, terminology, and specific patterns found in the smaller data set.
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build and test their own Al solutions in a dedicated cloud environment, which
implements risk control.

3. Creation of dedicated government models

“Dedicated government models” refers to building an internal generative Al
system from scratch based on domain-specific large data sets in order to create
exclusive large models suitable for the government domain. This generally requires
strong financial capabilities and R&D talent support. Currently, only the U.S. DoD and
NASA have claimed to adopt the third model, but their models have not yet been
implemented. The U.S. DoD stated that the Pentagon will not purchase ready-made
products or rely on industry to provide solutions, but will use DoD data to train
customized systems. NASA also claims to be independently developing dedicated Al
models for spacecraft use. The dedicated large model is trained and developed by the
government, and all steps in the process are controlled by the government to meet
safety and compliance requirements. At the same time, however, this approach may
bring higher development costs, and the training on exclusive data may also make the
emergent abilities and generalized capabilities of such large models insufficient, so
their degree of intelligentization will be compromised to a certain extent.

Generally, the deployment method adopted is closely related to factors such
as national conditions, policies, cultural background, technical capabilities, and
deployment costs. Taking Japan as an example, two factors have driven it to adopt the
paid subscription model. First, the COVID-19 epidemic exposed the serious problem of
Japan’s low level of digital society construction, forcing the government to accelerate
the acceptance and use of new technologies. Second, Japan is faced with the dilemma
of a labor shortage due to its aging population and declining birthrate. It urgently
needs the help of automation tools such as large models in various fields to reduce
labor costs. Governments that adopt customized models have generally formed good
deployment conditions or development foundations from an early stage. For example,
the Indian government is promoting the “Digital India” project and focusing on
providing services to marginalized groups. The embedding of ChatGPT will help
promote the implementation of these projects. The e-government development
indexes of the United States, Singapore, South Korea, the UAE, Portugal, and Malaysia
are all very high.*® This gives them the institutional environment and basic capabilities
for customized deployment.

(iv) Supporting measures are comprehensive and their intensity continues to

15 United Nations Department of Economic and Social Affairs, United Nations E-Government Survey
2022, December 2022.
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increase

In order to adapt to the needs of the new round of technological transformation
and effectively enable the improvement of government governance, major countries
are vigorously promoting reforms in government organizations, talent, funding, and
other areas and improving supporting measures.

1. Specify a dedicated team for application exploration

Roughly speaking, there are two responses: One is to clarify the main oversight
department (EE#17]). Generally, the department of the national government in
charge of digital transformation and technological innovation is responsible for
promoting large model applications. For example, in the UK, the Central Digital and
Data Office and the Department of Science, Innovation and Technology are clearly
responsible for exploring the use cases, risks, and opportunities of large model
technologies. In Australia, the Digital Transformation Agency and the Department of
Industry, Science and Resources are clearly responsible for exploring government
policies and standards related to the use of new Al technologies. The other is to form
a dedicated team to accelerate the promotion and use of technology. For example, the
Tokyo Metropolitan Government in Japan established a project team responsible for
testing the efficiency of ChatGPT use, and discussing and formulating guidelines for
the use of government large model technology. The U.S. House of Representatives
established an Artificial Intelligence Working Group to test and share information
about the use of new Al tools such as ChatGPT in congressional office environments.
The U.S. DoD established the AIGC Task Force Lima, which is tasked to “assess,
synchronize, and employ” AIGC technology throughout the DoD. In the U.S. White
House, the President’s Council of Advisors on Science and Technology (PCAST) has
established a Working Group on Generative Artificial Intelligence to help assess key
opportunities and risks in the use of generative Al by federal agencies and provide
input on how to better ensure the development and deployment of the technology.
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Box 2: The U.S. DoD establishes AIGC Task Force Lima

On August 10, 2023, the U.S. Department of Defense announced the
establishment of a new task force dedicated to researching generative Al tools: Task
Force Lima. Task Force Lima is part of the DoD’s Chief Digital and Artificial
Intelligence Office (CDAOQO) and is tasked to “assess, synchronize, and employ”
generative Al technology across the DoD to minimize the potential risks posed by
this technology.

On September 27, Task Force Lima stated that it will gain a full understanding
of the military’s and DoD’s requirements for generative Al technology over the next
18 months to speed up the understanding, assessment, deployment, and monitoring
of this technology, and then integrate mission-adaptive and relevant technologies at
scale. The work of Task Force Lima includes: (1) Comprehensively understand the
working principles of Al and the external data application process, focus on the
connection between military use cases and combat processes, and cooperate with
other departments to train multiple types of LLMs. (2) Develop interim guidelines,
frameworks, and workflows based on generative Al for the DoD, and participate in
the DoD'’s actual research and deployment of LLMs. (3) Establish weekly, monthly,
and quarterly meeting mechanisms to keep internal personnel of all ranks informed
of the plans and methods being developed by Task Force Lima. (4) Issue a request for
information (RFI) to industry to understand and explore the risks and benefits of
innovative Al development and integration.

Source: Compiled based on online news articles

2. Improve the artificial intelligence literacy of public officials

Two methods are generally adopted: The first is to introduce third-party
technical capabilities into government departments. For example, the UK Cabinet
Office plans for the temporary assignment of data and Al experts from the private
sector, while forming a team of civil servants responsible for government automation
technology innovation in order to solve the government’s technical skill shortage. The
second is to strengthen the training of civil servants to improve their understanding
of new technologies and their ability to use them. For example, four states in the
United States, including New Jersey and California, jointly established the InnovateUS
organization to improve civil servants’ generative Al skills through training. Singapore
provides ePrimer training courses for civil servants to enhance their understanding of
new Al technologies through videos and real case study materials. In addition, Dubai,
Taiwan, and other regions have also conducted ChatGPT skills training for civil
servants.
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3. Enhance technological innovation and application capabilities

The first method is to strengthen investment in and R&D support for large
model technology. For example, Japan’s Digital Agency plans to spend 330 million
yen (approximately $2.35 million) per year to use and promote ChatGPT in
government departments. Japan’s Ministry of Economy, Trade and Industry has
introduced cutting-edge supercomputers to promote the empowerment of various
fields by large Al models. The South Korean government has opened a database with
1.5 billion data entries, covering 14 fields such as manufacturing, education, finance,
automation, and sports, for Al training. The second method is to create a social
atmosphere conducive to technology application. For example, Toda City in Japan
holds an innovation competition to encourage public officials, citizens, and enterprises
to participate in discussing the safe use of ChatGPT in municipal operations. Australia
holds a Generative Al for Government Summit, inviting experts from all fields to
answer pressing questions about how government agencies should use new
technologies.

lll. Countries are accelerating the application of large models in government
affairs

The application of large models is a “double-edged sword”. While promoting
changes in government governance, it also brings many security risks. In order to cope
with the impact of this change, governments of various countries (and regions) are
simultaneously promoting the application of generative Al and issuing relevant
regulations for the use of generative Al by government agencies in an effort to make
the application of new technologies safe, beneficial, trustworthy, and controllable.

(i)  Publish interim guidelines in order to promote compliance

As of October 2023, nine countries, including South Korea, Singapore, the United
States, the UK, Australia, New Zealand, Japan, Canada, and Denmark, had introduced
special governance regulations for the use of generative Al by government agencies.
Some regions in the United States and Japan have also issued detailed regulations or
requirements to guide local civil servants in the rational use of new AIGC technologies.
Government use of Al tools tends towards compliance.

Looking at the background of such policies, various countries and regions
generally agree that AIGC technology will provide many potential benefits to
government agencies and have introduced policies to maximize the application
potential of new technologies and encourage local agencies to explore more uses. But
at the same time, the rapid development of AIGC technology and its widespread
popularity among civil servants have also brought many uncertain risks, forcing
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governments to formulate interim policies in a short period of time. The city of Seattle
noted: “Generative artificial intelligence (Al) systems have become extremely popular
and prevalent in a very short amount of time. There is likely interest in using such
systems to conduct City business. The field is emergent and rapidly evolving, and the
potential policy impacts and risks to the City are not fully understood. Use of
generative Al systems with the City of Seattle, therefore, can have unanticipated and
unmitigated impacts. This Interim Policy is intended to minimize issues that may arise
from the use of this technology while additional research and analysis is conducted.”
The Canadian government also pointed out: “Generative artificial intelligence (Al) tools
offer many potential benefits to Government of Canada (GC) institutions. Federal
institutions should explore potential uses of generative Al tools for supporting and
improving their operations, but they should not use these tools in all cases. Institutions
must be cautious and evaluate the risks before they start using them. They should also
limit the use of these tools to instances where they can manage the risks effectively.”

Looking at the scope of application, the documents mainly regulate internal use
within government agencies. The U.S. GSA has expanded the scope of its guidance to
contractors of government information systems, the City of Boston has expanded the
scope of application to all city agencies and departments except public schools, and
the City of San Jose requires all government-related personnel (city civil servants,
related vendors, volunteers, etc.) to follow the guideline requirements at work.

Looking at the validity period, countries or regions generally regard the
guidelines issued as temporary and transitional policies, which are valid for one year or
six months, or are constantly updated based on technological development and
applications. This reflects the flexibility of these policies and the agility of governance.

Looking at the regulatory content, the guidelines mainly draw attention to or
clarify the risks, use cases, and regulations regarding the use of generative Al by
government agencies. Judging from the release timeline, the policy contents of various
countries or regions are informed by each other and show a process of gradual
improvement. On April 18, 2023, the U.S. city of Seattle took the lead in releasing the
world’s first interim policy on generative Al applicable to the public sector. This policy
set out preliminary requirements for government agencies for obtaining and using
AIGC technology and assigned relevant responsibilities. On May 18, the city of Boston
issued its first interim guideline, detailing the purpose, principles, examples, and
detailed operating specifications for each scenario in the public sector’s application of
AIGC. In June, the U.S. GSA, the United Kingdom, and Australia released relevant
policy specifications, with the level to which the policies applied rising from local to
central departments. The content of these policies further clarified requirements for
software procurement, security testing, and prohibited usage scenarios, and also
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detailed the regulatory responsibilities of each department. In July, the U.S. city of San
Jose released a generative Al usage protocol, and for the first time systematically
proposed a categorization and grading method for application scenarios. In September,
Canada issued guidelines for the use of generative Al by federal agencies. In addition
to general risks, it also clarified that excessive reliance on Al may interfere with
administrative judgment, stifle creativity, and affect procedural fairness. On October
30, Biden signed the Executive Order on the Safe, Secure, and Trustworthy
Development and Use of Artificial Intelligence, proposing three initiatives to “ensure
the government’s responsible and effective use of artificial intelligence.” The firstis to
issue guidelines for agencies that use Al, set clear standards to protect rights and
security, improve Al procurement, and strengthen Al deployment. The second is to
help organizations obtain designated Al products and services faster, cheaper, and
more effectively by signing contracts more quickly and efficiently. The third is to
accelerate the recruitment of Al professionals. As part of the government-wide Al
talent surge plan led by the Office of Personnel Management, the U.S. Digital Service,
the U.S. Digital Corps, and the Presidential Innovation Fellows program, agencies will
provide Al training for employees at all levels in related fields.

Table 3 Guidelines on the application of AIGC by government agencies issued by

major countries (regions)

Count Date of Validi
No. oun. ry/ Department Document name ) aeo @ I_ "ty
Region issuance period
South Ministry of the Interior GovernmentIGwdellnes
1 Korea and Safet and Precautions on the May 2023 —
y Use of ChatGPT
Ministry of Guidelines on the Use of
2 Singapore Communications and Avrtificial Intelligence by May 2023 —
Information Civil Servants
Security Policy for
Generative Artificial To June 30
GSA J 2023 '
Intelligence Large une 2024,
Language Models
DoD Interim Guidance on November o
_ Generative Al 2023
3 United Interim Policy on the Use
States . . e . To October
City of Seattle of Generative Artificial April 2023
. 31, 2023.
Intelligence
Interim Guidelines for
ity of B May 202 —
City of Boston Using Generative Al ay 2023
City of San Jose Generative Al Guidelines July 2023 Continually
updated
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Public Authorities

Count Date of Validi
No. oun- ry/ Department Document name ) aeo @ I_ ty
Region issuance period
Interim Guidelines for
Regularly
Purposeful and August reviewed
State of Washington Responsible Use of 9
. . 2023 and
Generative Artificial
. updated
Intelligence
. Artificial Intelligence October Updated as
New York
ew York City Action Plan 2023 needed
Central Digital and
D ffi Revi
United ata Office, Guidance to Civil Servants eviewed
4 . Department of . June 2023 after 6
Kingdom . . on Use of Generative Al
Science, Innovation months
and Technology
aency, bepartment | Imerim Guidance on Continual
5 Australia gency, Uep . Generative Al for June 2023 inuatty
of Industry, Science . updated
Government Agencies
and Resources
Initial Advice on May be
6 New Department .of Ge.nerativ.e Avrtificial . July 2023 updated
Zealand Internal Affairs Intelligence in the Public and
Service reviewed
e Guidelines on the Use of August May be
Tokyo Municipality Text Generation Al 2023 revised
7 Japan Guidelines on the Use of
. . August
Kanagawa Prefecture Generative Al in —
2023
Kanagawa Prefecture
Guid the U f .
Treasury Board of uiae or.1 © .s.e .o September | Continually
8 Canada ) Generative Artificial
Canada Secretariat . 2023 updated
Intelligence
Guidance on the
Data Protection Development and Use of October
9 Denmark e . —
Agency Artificial Intelligence by 2023

(i) Clarify key risks, propose management, and control principles

Source: Compiled from public data

As a new technical tool, the introduction of AIGC into government governance
faces multiple risks. Countries have focused on discussing and solving the following
four types of issues:

The first is privacy and data security. Government data is highly sensitive and
improper use and abuse can easily lead to information leakage. Currently, privacy and
data security issues have become the primary concern of governments around the
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world in the promotion of the application of large models. Tottori Prefecture in Japan
announced on April 20 that it would ban the use of ChatGPT in answering questions,
preparing budgets, and formulating policies, and would not allow the computers of
civil servants to connect to ChatGPT. The U.S. House of Representatives formulated
new regulations on the use of ChatGPT on June 8, allowing members to only use the
paid version, ChatGPT Plus, because the Plus version provides the function of
“protecting the privacy of important data such as Congressional data,” and the
regulations also prohibit the input of non-publicly available text content. South Korea’s
National Intelligence Service prohibits civil servants in various departments from
entering any information that is not publicly available when using the GPT system.

The second is unconscious bias and discrimination. AIGC tools may generate
content that is discriminatory or unrepresentative, or that contains stereotypes (such as
bias related to multiple intersecting identity factors such as gender, race, and
ethnicity). Many generative models are trained on Internet data, which is often a source
of generative bias. Research by the Canadian Centre for International Governance
Innovation pointed out that ChatGPT has political tendencies, and the use of ChatGPT
tools for government governance can easily lead to infringement on political value
concepts. In March 2023, a U.S. technology ethics organization'® complained to the
Federal Trade Commission (FTC) that GPT-4 was biased and deceptive, and could
easily lead to negative associations and harmful stereotypes of marginalized groups.
On June 9, U.S. senators from both parties proposed a new bill that requires the
disclosure of the government’s use of Al in the formulation of key policies in education,
employment, and other fields to avoid policy discrimination and bias.

The third is technical credibility and transparency. Research shows that the
corpus materials used to train existing large models mainly come from publicly
available data such as Wikipedia and social media platforms, and specialized
government affairs knowledge makes up only a small proportion.!” Application of such
models in government governance activities is likely to produce inaccurate, incoherent,
and incomplete content. A survey conducted by Yokosuka City in Japan on the use of
ChatGPT by government agency staff showed that nearly half of the users believed
that ChatGPT would produce inappropriate answers and wished that the accuracy of
responses could be improved.

6 Translator’s note: The U.S. “technology ethics organization” referenced here is the Center for Al and
Digital Policy (CAIDP).
7 Alan D. Thompson, WHAT'S IN MY AlI?, March 2022.
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Source: Digital Government Promotion Office, Corporate Planning Department, Yokosuka City, Japan

Figure 5 Survey results from Japan’s Yokosuka City government agency personnel on
the accuracy of ChatGPT responses

The fourth is technological dependence and impact on procedural fairness.
Overreliance on generative Al tools may interfere with the autonomy and judgment of
individual civil servants, may strengthen automatic biases, and may also lead to a
decline in the critical thinking ability of civil servants, thereby inhibiting innovation and
creativity and resulting in the lack of complete and comprehensive policy analysis. In
addition, the opacity of generative Al models makes it difficult to track and understand
their outputs, potentially undermining procedural fairness in situations where
government agencies are obliged to provide the public with the reasons for
administrative decisions (such as denying welfare policies). When the public uses
generative Al tools (such as chatbots) provided by the government to find information
or conduct public communications, they may receive inappropriate content or incorrect
information, causing the government to bear unnecessary burdens.

The interim guidelines issued by various countries also focus on the above four
risks and propose corresponding management and control principles. The first
principle is to ensure the security of data and privacy. Governments generally
prohibit the input of non-publicly available information, classified information, and
citizens’ private personal information. The U.S. GSA prohibits staff from privately
accessing publicly available, third-party AIGC platforms. Australia and New Zealand
require that tools be prevented from saving chat records to prevent large models from
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inferring government information from chat records or using the records for secondary
training. The second is to avoid unconscious bias and discrimination. Governments
emphasize that the use of AIGC in the public sector should contribute to the social
well-being of people regardless of race, age, sexual orientation, or disability and
minimize risks to technologically disadvantaged groups, with continuous testing for
biases in data, models, and outputs before deploying systems. The third is technical
credibility and transparency. Civil servants are generally required to verify and
manually review recommendations or decisions obtained through AIGC, and must not
rely on the responses provided by the AIGC as the only source of information. If the
government applies new technologies that have an impact on the public, it should
disclose its use process, clearly inform the public how, when, and why AIGC tools are
used, and how potential risks are addressed. The fourth is the reduction of
technological dependence. Governments emphasize that civil servants should be
trained in the application of AIGC, understand the advantages and limitations of such
tools, and learn how to create effective prompts and identify potential problems with
the output results. The use of AIGC should effectively support the organization’s
service needs, and AIGC technology may not be the best choice in all situations.
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Table 4 AIGC application principles of major countries (regions) in the government

domain

Country/Region

Principles and requirements

Canada

1) Fair; 2) Responsible; 3) Safe; 4) Transparent; 5) Trained; 6) Effective

Australia

1) Responsible deployment; 2) Transparency and explainability; 3) Privacy
protection and security; 4) Accountability and human-centered decision-making

New Zealand

1) Strongly manage the use of GenAl; 2) Assess and manage privacy risks; 3)
Assess and control security risks; 4) Consider partnership with Maori (Maori
communities may face higher risks of bias and discrimination in relation to GenAl
applications); 5) Use ethically and ensure accuracy; 6) Responsible; 7)
Transparent; 8) Use open-source Al with caution; 9) Comply with government
procurement principles; 10) Conduct security testing

San Jose, USA

1) Privacy first; 2) Accurate; 3) Transparent; 4) Fair; 5) Responsible; 6) Effective

Boston, USA

1) Authorization; 2) Inclusion and respect; 3) Transparency and accountability; 4)
Innovation and risk management; 5) Privacy and security; 6) Public purpose

State of
Washington, USA

1) Safe, dependable, and resilient; 2) Accurate and effective; 3) Fair, inclusive,
and non-discriminatory; 4) Privacy and data protection; 5) Accountable; 6)
Transparent and auditable; 7) Explainable; 8) Public purpose and social welfare

Seattle, USA

1) Protect intellectual property; 2) Transparent and accountable; 3) Reduce bias
and harm; 4) Protect data privacy; 5) Keep public records

Tokyo
Municipality, Japan

1) Do not input highly classified information such as personal information; 2) Pay
attention to copyright protection; 3) Check the generated answers; 4) Make
annotations

(iii)

manner

Source: Compiled from public data

Define the scope of scenarios and promote applications in a categorized

AlIGC empowers a wide range of government governance activities, from policy
consultation and program design to service provision. Different audiences and business
processes may produce different benefits and risks. Judging from the experience of
various countries, the overall governance thinking for the hierarchical categorization of
scenarios has generally become clear, but there are still differences in the application
specifications for some complex scenarios.

Categorize application scenarios according to the level of risk. Generally,
scenarios are categorized in a three-level or two-level system. The city of San Jose in
the United States divides application scenarios into three categories: medium risk, high
risk, and unacceptable risk based on the two dimensions of “information leak risk” and
“adverse impact risk” (see Figure 6). Canada classifies scenarios into three categories:
use with caution, can be used, and not suitable for AIGC technology. The UK Cabinet
Office divides scenarios into three categories: general examples, specialist examples,
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and inappropriate examples. General examples refer to using generative Al to conduct
research or summarize information, and specialist examples refer to complex scenarios
such as code development and text data analysis. Australia simply divides scenarios
into two categories: low-risk situations and unacceptable risk situations. The latter
mainly include: the need to input a large amount of government data or classified and
sensitive information, provide services or make decisions, and output code for use in
government systems. Judging from the categorization results, regardless of whether
governments use a two- or three-level method, the two main dimensions are the risk
of information leakage and the risk of adverse consequences. Adverse consequences
include discrimination, decision-making bias, and inaccurate output information. In
addition, South Korea, Boston, Washington State, and other places only list
recommended scenarios and do not impose restrictions on scenarios.

I'w Unacceptable risk

Input of personal,
sensitive, or identifiable

information Evaluation of individual
behavior
g High risk
3 Writing code in
= Writing information for a pr_oductlor;
S public release environmen
o
Q
=8
m -
Q ) | Moderate risk | —
2.
~ Drafting public
o documents Evaluation of
Drafting internal proposals
working documents
>

Adverse impact
Source: San Jose, USA
Figure 6 AIGC risk matrix for public sector applications
Governments uniformly emphasize that direct use of AIGC tools for public
decision-making is not allowed. The Canadian government believes that generative
Al may not be suitable for administrative decision-making at this stage because the

federal government cannot ensure the transparency, accountability, and fairness of
AIGC decision-making. Australia and the City of San Jose emphasize that using AIGC
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to directly provide services or make decisions may alter the rights, freedoms, and
access to services of individuals or communities, posing unacceptable risks. Since
2023, many states in the United States have expressed concerns about bias in
automated decision-making by government agencies using generative Al, and have
proposed bills requiring government workers to follow responsible Al procurement
and implementation practices. Likewise, OpenAl’s terms of use instruct users not to
use ChatGPT in making decisions related to credit, employment, educational
institutions, or public assistance services. Google prohibits users of its generative Al
products from “making automated decisions in domains that affect material or
individual rights or well-being.”

Countries have different attitudes when it comes to application scenarios such
as translation, coding, and speech generation. In translation scenarios, the City of
San Jose believes that at this stage, LLMs such as ChatGPT are not more suitable for
translation than professional translation software such as Google Translate, and their
performance has yet to be evaluated by professionals. Therefore, it is prohibited to
directly use ChatGPT to translate work documents. Other countries and regions have
fewer restrictions on this scenario. In programming scenarios, the UK, Canada, and the
U.S. GSA believe that tools such as ChatGPT can be used to develop code in scenarios
such as the creation of website front-end interfaces, but require manual review of its
accuracy, functional effectiveness, security, and other aspects. The Tokyo Metropolitan
Government in Japan accepts AIGC applications in macros, VBA, and other simple code
generation scenarios. Australia, New Zealand, and the City of San Jose believe that
using large models to develop code for government systems is an unacceptable risk
because the generated code may be outdated, copyright-protected, or contain
vulnerabilities, but large models can be used to check for code vulnerabilities. In
speech generation scenarios, the city of San Jose prohibited the government from
using Al to generate audio during official events, because using Al to replicate a
person’s voice in any city document or recording could damage the trust of staff and
residents in the government, as well as lead to potential legal issues. Other countries
and regions have fewer restrictions on this.

(iv) Establish usage specifications and form a closed loop of supervision

Countries clarify AIGC application specifications in terms of aspects such as
institutional mechanisms, deployment environment, and usage behavior, and strive to
form a closed-loop regulatory system covering all aspects and entities.

In terms of institutions and mechanisms, one method is to implement prior
approval or reporting. The UK and Australia require civil servants to use government
work email addresses to register accounts on AIGC platforms. The use of accounts
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must be approved by the chief information security officer or data officer. The city of
San Jose requires city employees to fill out a registration form and report every time
they use tools such as ChatGPT, Bard, or Midjourney. The Tokyo Metropolitan
Government in Japan requires that employees fill out a use application form before
using Al tools and only use such tools after approval. They should also engage in
online learning before using them to master the correct usage method. A second
method is to conduct security risk assessment before use. The Tokyo Metropolitan
Government in Japan conducted an effectiveness verification before promoting the use
of ChatGPT, and Australia and New Zealand require security risk assessments to be
conducted before applying the technology to specific scenarios. A third method is to
establish a risk tracking and problem feedback mechanism. The United States, the
UK, Australia, and other countries require users to regularly report exceptions in usage
procedures to the main oversight agencies. The U.S. GSA monitors Internet
communication traffic to understand government departments’ access to AIGC
platforms and establishes appropriate cybersecurity protection capabilities to achieve
controlled access.

In terms of deployment environment, except for a few countries and regions,
most do not prohibit government agencies from directly using public AIGC tools to
carry out work, as long as they comply with relevant usage specifications. Singapore
requires that public sector Al solutions be built and tested in a dedicated cloud
environment to achieve controllable risks. The U.S. GSA requires localized deployment
and specialized evaluation and authorization before AIGC tools can be used. The city of
Seattle requires that all software services go through the government procurement
process to ensure that the software services have undergone the necessary review.
Employees who use generative Al services must submit software service center
purchase requirements and obtain departmental approval. The Tokyo Metropolitan
Government requires employees to use ChatGPT through Microsoft’s “Azure OpenAl”
service and requires servers to stop processing personal data to reduce the risk of data
leakage caused by the system.

In terms of usage behavior, most countries and regions have detailed lists of
“allowed” and “disallowed” behaviors for public officials in their use of AIGC tools.
Roughly speaking, these include four requirements. First, instructions must be explicit
and detailed. Civil servants must correctly master the skills of using AIGC tools. For
example, when using AIGC to simplify official documents, they must specify the
document audience in the prompt, so that the response output can better meet the
requirements. Second, manual verification of the output results is required. For
example, when converting text, readability verification can be performed through other
tools. When generating text summaries, the entire article needs to be manually
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checked to ensure that no key information is missed. Third, keep records of the
interaction process in order to disclose usage behavior and support subsequent
internal research and usage statistics. Fourth, label all generated content, including
the name of the generative Al system used and whether the content has been fact-
checked. If AIGC is used in a video, the usage needs to be labeled in each frame.

Provide necessary information in the Ask questions to get more accurate
prompt answers

@ Make your standpoint explicit
-Administrative field, position, role, etc.
Improve answers by
} @ repeating prompts
-Add additional questions and

conditions based on the response
obtained in Step 1

@ Clarify purpose and context
- Organize prerequisites and issues

@ Specify output format
-Word count, language, etc.

Source: Tokyo Metropolitan Government, Japan

Figure 7 Tips and tricks for civil servants using text-generating Al

IV. Progress in the application of large model technology in the government
domain in China

(i)  Overall, China is still in the initial stage of exploration

The massive impact of ChatGPT has led Chinese companies to give
unprecedented attention to the AIGC track. Major Internet and Al companies are
rushing to launch large models and accelerate their entry into the market. As of
November 2023, nearly 200 companies in China have released large model products?®,
among which more than 30 large model products have passed registration!®. Some
models are already providing service to the public. The government domain is a hot
spot for the vertical layout of large model vendors. According to statistics, there are
at least 56 large model vendors in China that have deployed products in the
government domain. Of these, 15 vendors including Baidu, Zhipu Al, iFlytek,
SenseTime, the CAS Institute of Automation, Alibaba Cloud, 360, and Kunlun Tech
have registered large model products. According to public news, the application

18 Refer to: https://github.com/wgwang/LLMs-In-China, November 2023.

19 Refer to: Announcement of the Cyberspace Administration of China on the Release of the Second
Batch of the Deep Synthesis Service Algorithm Filing List http://www.cac.gov.cn/2023-
09/01/c_1695224377544009.htm and public news.
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scenarios of large models in the government domain cover 7 types of scenarios,
including government office work, official document writing, government services,
intelligent justice, intelligent Party building (& &3¢ #), urban management, and
public security.

In terms of the popularity of these scenarios, government service scenarios have
attracted the attention of 29 vendors. It is the scenario with the largest number of
large model vendors in the government domain and has the fiercest competition. The
construction of inquiry systems for government services is the scenario that is most
suitable for the dialogue and interaction capabilities of large model products. Huawei,
Alibaba Cloud, iFlytek, China Telecom, China Mobile, TRS (#i/K /), TopSight (#i %}
$%), and other vendors have released solutions for large model-enabled government
consultation hotlines and government chatbots. The urban management scenario has
attracted the attention of 20 vendors and is a scenario where many vendors have a
presence.

In terms of the maturity of different scenarios, urban management and
government services are two types of scenarios where large model technology is
frequently implemented. In the urban management scenario, SenseTime and
Shenzhen’s Luohu District worked together to create a large model “Al Intelligent
Visual Analysis Platform” to help improve the efficiency of urban operations
management. Huawei cooperated with the Xi'an City Government to add the “Smart
Brain” of the “Pangu” ( “#i” ) Computer Vision (CV) large model to all cameras to
achieve minute-level automated handling of abnormal events. PCI (££##}4%) and
Chongqing Municipality jointly developed a large model for the urban transportation
industry to promote smart urban transportation management. In the government
service scenario, Baidu partnered with Wuxi City to create the 12345 intelligent Q&A
assistant and government digital person to support a “one network for everything”

( “—MiE7p” ) for government services. Shenzhen’s Longgang District applies
Intellifusion’s (= KJil &) “Tianshu” large model to the construction of government
service consultation systems. The Xiamen City Bureau of Human Resources and Social
Security released the 12333 smart government model, which uses Al intelligent
agents to replace human agents in providing advice services. In addition, large model
applications in intelligent justice, public security, and other fields are also seeing initial
explorations.

In terms of deployment methods, vendors generally develop customized models
based on a general large model that is fine-tuned with data from the government
domain.
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Figure 8 Distribution of vendors participating in the government domain

Table 5 Layout of domestic large model vendors in the government domain

] Large model Province/ Relevant government Has been
No. Enterprises: e . . .
name Municipality scenarios registered
Urban management,
1 Baidu ERNIE Bit (3L Beijing gO\_/ejrnment office w.o.rk, Yes
—35) official document writing,
government services
2 Zhipu Al ChatGLM (&5 Beijing Government services Yes
DataGrand (IZ W% . . - .
3 ata ra%) (UL Cao Zhi (E 1) Shanghai | Official document writing
Government office work,
4 iFlytek Spark (£K) Hefei, Anhui | government services, Yes
intelligent justice
5 SenseTime Senseghat (F Shanghai Go_v<_arnment office w_o_rk, Yes
=) official document writing
CAS Institute of Zidong Taichu . -
6 N B Intell tjust Y
Automation (475 « AKH)) eijing ntelligent justice es
G H h
2 Alibaba Cloud Qwen‘ (38 T ang.z ou, |Urban managem.ent, Yes
[7]) Zhejiang government services
Smart city, government
8 Huawei Pangu (£ ) Shenzhen, |services, g.)o.vernmer.wt office Yes
Guangdong |work, decision-making
assistance
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. Large model Province/ Relevant government Has been
No. Enterprises: e et . .
name Municipality scenarios registered
Wu Dao Aquil
Beijing Academy of L;i“ao quia
g . . (TEI Ci %FE) .
9 | Artificial Intelligence Beijing Government services Yes
(BAAI) Wu Dao Emu
(f&1E Emu)
wisdominterrog Hanazhou
10 | Zhejiang University | -atory (& if-5% gzhod, Intelligent justice
\ Zhejiang
)]
Urban management,
s ey henzhen, t offi k,
11 Tencent (1) Hunyuan (7#27t) Shenzhen gO\_/e.rnmen ormee w_o_r Yes
Guangdong | official document writing,
government services
Government services,
12 | Unisound (= 5175) Shanhai (LL#) Beijing scientific decision-making, Yes
urban management
Public security, urban
Brain (&
13 360 Smart Lraln (& Beijing ma.nagement, government Yes
ing) office work, government
services
Peking University
School of Electroni
14 choot of Electronic ChatLaw Beijing Intelligent justice
and Computer
Engineering
Xiaoduo (£ RH) +
National Chenadu
15 Supercomputing XPT () 'eNIAU G overnment services
. Sichuan
Center in Chengdu
(B 5 P )
Kunlun Tech :
16 untun :;) (REH Skywork (K T) Beijing Urban management Yes
Beijing Jiaot -
17 eulng |ao. ong TransGPT (i) Beijing Urban management
University
.. . G t ices,
Zhuiyi Technology (& - Shenzhen, overnmen se-rV|ces
18 E) Bowen (1# ) Guanadon government office work,
9 9 official document writing
Metabrain AGI (#F | Chatimg (JTIE Nanjing,
19 " ) Urb t
5)4) ) Jiangsu rban managemen
Urban management,
. . . Nanchang, . .
20 | TopSight (#itFHY) | TopSight (#1H) Jianaxi government services, public
9 security
4Paradi FIUYE - . _—
21 ara |g%r; (R SageRA (z{ k) Beijing Intelligent justice
s
Government office work,
22 TRS (#a/K ) Tuotian (#°K) Beijing official document writing,

government services
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. Large model Province/ Relevant government Has been
No. Enterprises: e et . .
name Municipality scenarios registered
23 CloudWalk (= MR} Congrong (M%) Guangzhou, |Government services, urban Ves
H) Guangdong |management
IEIT Systems (JR¥#{5 . Jinan, Government services,
24 Y .
H) uan (/%) Shandong |government office work
Wenge Group Government services,
25 | (Zhongke Wenge; H YaYi (=) Beijing scientific decision-making, Yes
A} ) urban management
Langboat Technology | Mengzi GPT (4 .
26 . Beijin Government services
() 7) e
27 JD.com (X #) ChatREhpl)no (= Beijing Government services Yes
28 Xiao-i (B HE) | Hua Zang (*£3%) | Shanghai | Government services
SDIC Intelligence .
. . L " Xiamen, . .
29 | (Meiya Pico; 24 | Tianqging (%) . Public security
. Fujian
)
... | fuzimingcha (& Jinan, . I
30 | Shandong University %) Shandong Intelligent justice
" - W K
31 DIT (&t =) Greatj;ﬁ)all (K& Beijing Urban management
Government office work,
32 | CETC Taiji (R} K#%) | Xiaoke (/M) Beijing official document writing,
government services
Jiutian Government office work,
33 China Mobile Zhongging (/LR Beijing official document writing,
* INEK) urban management
34 China Telecom TeleChat Beijing Government services
35 Midu (% ) Wenxiu (301&) Shanghai | Official document writing
-
36 CEC Cloui (B Xingzhi (%) Wuhar.1, Government offlc.e work,
=) Hubei government services
37 WAYZ (4E%5) CityGPT Shanghai |Urban management
PCl Zhixing (£ | Guangzhou,
PCI : ~
38 Cl (HE#B %) ) Guangdong Urban management
NN Xi , .
39 Jeubing (4-37.77) 12333 [I:Z;?aenn Government services
, Xi , G t ices,
40 Kriston.Al (R i) Hanchao (Y §H) |ar.r.1en . ove.rnmer.1 sgrwces
Fujian intelligent justice
H hou,
41 | UniTTEC (A& RHE) UniChat angznot 1\ pan management
Zhejiang
Donaauan Government office work,
42 UCAP (¥ =) Kaiwu (FF18) 99UaN: | eficial document writing,
Guangdong - .. .
scientific decision-making
LinSeer (k7 | Hangzhou Government office work,
43 H3C (¥rfe=) ‘, 92O ban management,
£) Zhejiang

government services
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. Large model Province/ Relevant government Has been
No. Enterprises: e et . .
name Municipality scenarios registered
Alnnovation (8#i#F | AlnnoGC (%8 Qingdao,
44 ) L) Shandong Urban management
Government services, official
Dahan Soft . Nanijing, .. '
45 @ an‘ OH ware (X Galaxy () _anng document writing, urban
DUORAE) Jiangsu
management
G t ices,
ST (% Rk H0) me 8 '
urban governance
henzhen P N
Shenzhen OV\{Sr Zhurong 2.0 (#& | Shenzhen,
47 | Supply Bureau (I3l it 2.0) Guanadon Urban management
L) e geond
University of Science .
ff k
48 | and Technology of UniDoc Hefei, Anhui Go.v.ernment ormee vv.o.r '
. official document writing
China
49 Hanvon (Hanwang Tiandi (Kih) Beijin Intelligent justice
Technology; X ) )ing gent]
Government services, official
50 | State Cloud (RE %) Huize (E¥) Beijing document writing, urban
management
Behavioral and
Spatial Intelligence
L Peki
51 U:il\j/zz;ctc;r»&[:;jlz; PlanGPT Beijing Urban management
1T 52 R Re SE e
=)
CETC Digital
52 | Technology (F#HK Zhiyi (%3%) Shanghai |Smart Party building
)
_ Government services
Intellifusi . N Shenzhen, |, . .. '
53 ntellifusion (2K Tianshu (K1) enzhen intelligent justice, urban
¥) Guangdong
management
Southeast Institute of
Information
Technol.ogy, Beijing MindLLM (Ming . ) . o
54 Institute of | Putian, Fujian | Intelligent justice
. De LLM; B} )
Technology (1L 7 #E
TRFRMEEBHAR
5B
Government services
Dahua Technol, . . H hou, |. . .. .
55 @ l;j(é;&g; 9y Xinghan () Za;;izanzu |ntelL|gentJus.t|.ce, official
document writing
DAS-S ity (Z1E(5 . H hou, . .
56 ecg)y e Hengnao (TE ) ;ﬁ;;n(;u Public security
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(ii) Policy specifications still need to be refined and improved

InJuly 2023, seven departments including the Cyberspace Administration of
China (CAC) jointly announced the Interim Measures for the Management of
Generative Artificial Intelligence Services (hereinafter the Interim Measures),?°
clarifying the implementation of inclusive, prudent, and categorized and graded (43254>
Z) supervision for generative Al services and stipulating regulations for generative Al
services to encourage the innovative application of generative Al technology in various
industries and fields, to generate positive, healthy, and beneficial high-quality content,
to explore and optimize application scenarios, and to build an application ecosystem. In
the government domain specifically, there are currently no special documents
regulating the use of Al technology by government departments. Based on practice,
various regions and departments have put forward a number of requirements in order
to promote development and standardize applications. Generally speaking, the content
is relatively scattered.

In terms of promoting application, multiple places have issued documents to
clarify the application directions of large models in the government domain and
strengthen guidance and support. Al policies or action plans issued by Beijing,
Shanghai, Hangzhou, Shenzhen, and other places clearly mention promoting the
application of large models in the government domain, require government affairs to
be listed as a demonstration application vertical field for large models, and call on
cities to take the lead in making breakthroughs and creating benchmarks for large
model products and services. In terms of scenario requirements, government service
inquiry-related scenarios such as government hotlines and smart customer service, as
well as people’s livelihood scenarios such as urban governance, healthcare, and
education, are widely regarded as key directions for the application of large model
technology. In terms of application promotion, a variety of support methods that
integrate software and hardware have been adopted. Hangzhou and Anhui require
accelerating the creation of large vertical industry models in the government domain.
Jiangxi proposes to build the country’s first province-wide unified Al panoramic
intelligent public service generative pre-trained transformer (GPT) platform. Beijing
supports large model vendors in deploying scenario applications in the government
domain by recruiting government general purpose Al innovation partners, publishing
typical application case and scenario requirements, compiling industrial innovation
maps, and conducting competitions to solicit application cases. Shanghai, Beijing,
Jiangxi, Anhui, and other places support the training and application of large models in

20 Translator’s note: An English translation of the Interim Measures for the Management of Generative
Artificial Intelligence Services is available online at: https://www.chinalawtranslate.com/en/generative-

ai-interim/.
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the government domain by issuing compute vouchers (5 77%).

Table 6 Policies for the application of large models in the government domain issued
by various regions in China

Region Period Name of policy Relevant requirements
Sli‘r/vir\i"lftﬁia::;egziei;rrr;zzetffe Utilize the capabilities and advantages of Al
General Purpose Artificial in semantic understanding, autonomous
Beijing May 2023 Intelligence in Bejjing Municipality learning, and intelligent reasoning to
(b5t (R T R improve the level of intelligent Q&A in
E"J%?%E@) government consultation systems
o Aceeteate the Imovation ang | EC0urage the demonstation and
Development of Artificial application of nevY technologies and
June 2023 Intelligence Large Models in products‘such as mdeper.wdentFy contro.llable
Zhongguancun Science City (& (.E IE.H?) lellrge models lln.varlous vertical
b e R 2 N TR B e 7R fields including but not limited to health.care,
R 2 T i) urban management, and consumer services.
Support enterprises in leasing intelligent
compute resources from unrelated parties to
Atrtificial Intelligence Computing | conduct industrial Al large model training
October Power Voucher Implementation |and application in the fields of government
2023 Plan (2023-2025) (N L3 #85 /1 | affairs, healthcare, education, legal affairs,
F500E )5 % (2023—2025 4E) ) | transportation, cultural tourism, scientific
research, urban management, and
convenience services.
Explore the use of new technologies such as
Key Points for Shanghai to natural language large models to
March Comprehensively Deepen “One | continuously optimize the intelligent
2023 Network for Everything” Reform | retrieval, user intent recognition, multi-round
Work in 2023 (2023 = _L#Ti 41 | conversation, and accurate answer push
A “C—RESr” M TAESE ) | capabilities of the intelligent customer
Shanghai service bot “Xiao Shen” ( “/NHI” )
Several Measures to Promote the . .
Innovation and Development of Focus on su.pportmg.] th.e construc‘.uon. of
Large-Scale Artificial Intelligence demonstration application scenarios in the
No;grzn?,ber Models in Shanghai Municipality Zilelds of srtr;art magL;factquing, autonomou;
s . Lee | Ariving, robots, and digital government an
(io*;:;zﬁﬁgﬁigéi fﬂg%};z%?;b creating .bench mark large-model products
2025 %) ) and services
Opinions of the General Office of | Accelerate the implementation and
the Hangzhou City People’s application of Al models, implement model
Hangzhou | July 2023 Government on the innovation and application benchmarking

Implementation of Accelerating
the Innovation and Development
of the Artificial Intelligence

pilot projects, and promote the deployment
and use of special models in urban
governance, government services, the real
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Region

Period

Name of policy

Relevant requirements

Industry (FUH TN RBUR IR AT 2K
T N T e LA R R
FAY SI2 it 7= D)

economy, financial institutions, and other
fields

Shenzhen

May 2023

Shenzhen City Action Plan to
Accelerate the High-Quality
Development of Artificial
Intelligence and High-Level
Applications (2023-2024) (Il
InReEzn N TR B = oK R K
SFRLFATE TR (2023—2024
) )

Encourage all districts to take the initiative in
the fields of public services and urban
governance and actively create conditions to
carry out full-scale and full-time Al
application demonstrations

Anhui

October
2023

Anhui Province Three-Year Action
Plan for General Purpose Artificial
Intelligence Innovation and
Development (2023-2025) (%
AN TR eI HT R = FEATE)
&l (2023—2025 4E) )

Focusing on smart office, smart government
affairs, smart education, smart healthcare,
and smart political and legal affairs (Fi%),
accelerate the development of vertical
industry large models based on foundational
cognitive intelligence large models.

November
2023

Several Policies to Create a
Bastion of Innovation and
Application of the General
Purpose Artificial Intelligence
Industry (#1338 H N & G~ kG
BT RR R FH v M B

Promote applications in scenarios such as
government governance, society and
people’s livelihood, and industrial upgrades
to the greatest extent feasible; carry out
provincial “Top Ten” general purpose Al
scenario application benchmarking and
evaluation

Jiangxi

August
2023

“Jiangxi Service Channel” Version
6.0 Construction Work Plan ( “#
it ” 6.0 R B TAE T %)

Actively use modern information
technologies such as Al, big data analysis,
and generative Al to build China’s first
province-wide unified Al panoramic
intelligent public service GPT platform

Source: Compiled from public data

In terms of regulation development, existing policies mainly put forward some
requirements for the government’s use of Al technology as it relates to personal
information protection and government data security. The Data Security Law has a
special chapter to regulate the security of government data, which states that when
state agencies need to collect and use data to perform their statutory duties, they
should do so within the scope of their statutory duties and in accordance with the
conditions and procedures stipulated in laws and administrative regulations. Entrusting
others to build and maintain e-government systems and store and process government
data must be subject to strict approval procedures, and the entrusted party shall not
retain, use, leak, or provide government data to others without authorization. The
Personal Information Protection Law requires that state agencies handle personal
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information within the scope of their authority specified in administrative regulations
and must not exceed the scope and limits necessary to perform their statutory duties.
There are no detailed requirements regarding ethical norms, algorithm transparency,
algorithm responsibility, or algorithmic bias in the government’s application of Al
technology. Although the Interim Measures put forward general requirements for
generative Al services, it applies to entities that use generative Al technology to
provide generated text, images, audio, video, and other content services to the publicin
the People’s Republic of China (PRC). The provisions of these measures do not apply if
generative Al services are not provided to the public in China. Government actions
include not only external service provision scenarios, but also internal decision-making
and regulatory actions, so the requirements of the Interim Measures do not apply to all
scenarios. In the future, as practices advance, it will be necessary to accelerate the
exploration of normative requirements for the application of new technologies and
new applications such as Al in the government domain, and to refine and form industry
norms.

(iii) Example application practices in China

1. China Telecom’s large government affairs model supports the “Heart of
Guangdong” government affairs service platform

China Telecom’s large government affairs model is a pre-trained large model for
the government affairs industry. It adopts the “pre-training and fine-tuning” strategy.
Based on a foundation model, it uses the knowledge base of Guangdong’s “Heart of
Guangdong” ( “#44.0»” ) government affairs service along with provincial and city
policy documents as a large-scale corpus, fine-tuning the model to better adapt to
government affairs scenarios and equip it with local government affairs knowledge. At
the same time, engineering adaptation development is carried out in connection with
customer service business processes, giving the model Q&A interaction capabilities
that are better suited to customer service scenarios.

China Telecom’s large government affairs model provides three major
intelligentized scenarios for citizens, customer service agents (2£f#), and government
decision-makers, respectively. For citizens, the large model-based online intelligent
customer service provides a better Q&A experience, reduces the time spent waiting in
line, and provides government service guidance functions to guide citizens to complete
service processes by “asking and doing at the same time.” For customer service agents,
it intelligently empowers the entire agent process and provides capabilities such as
knowledge recommendation, intelligent form filling, intelligent form sending,
intelligent quality inspection, and intelligent follow-up visits to improve agent
efficiency. For government decision-makers, through ticket information mining, it

41



provides decision-making support along with analysis and judgment capabilities,
quickly discovers hot-button events, and helps the government better analyze
situations and make better decisions.

At present, China Telecom’s large government affairs model has been applied to
the “Heart of Guangdong” government affairs service platform, where it has achieved
remarkable results. Through large model pre-training and fine-tuning, the “Heart of
Guangdong” intelligent customer service’s response accuracy in the government
domain has reached more than 90%, effectively improving the user experience and
government service efficiency. For the hotline, the use of the large-scale government
model reduces the degree of manual participation in hotline services, effectively
alleviating the pressure to increase staff brought about by the annual increase in the
call volume to the “Heart of Guangdong” hotline.

2. The Jiutian Haisuan government affairs large model empowers the
construction of digital government in Heilongjiang

The Jiutian Haisuan (/LK *#%5%) government affairs large model is an industrial
model for the government domain built by China Mobile based on the wealth of
experience in digital government construction it has accumulated in recent years.
Relying on the Jiutian Haisuan government affairs large model, the government service
system will have strong capabilities to understand government affairs, multi-
dimensional information correlation capabilities, and diverse interaction capabilities
suited to complex matters and complex processes. At present, the Jiutian Haisuan
government affairs large model has been implemented in multiple digital government
construction scenarios in Heilongjiang Province.

First, it is an intelligent government affairs assistant. In order to effectively
improve the government’s integrated government service capabilities and create the
friendliest intelligent personal assistant for government affairs, the government is
uniformly building a provincial-level and prefecture-level city (#17) government
service network intelligent customer service and government service mobile terminal
intelligent customer service system based on the Jiutian Haisuan government affairs
large model. This system will perform 26 functions, including precise intelligent Q&A,
the country’s first intelligent administrative guidance (57}), intelligent
recommendations customized for each individual, and convenient and fast voice
interaction so as to provide a quick and convenient intelligent customer service
experience for the 31 million people of the province. So far, 107,100 online Q&A
service processes have been completed for individuals/legal persons across the
province, covering multiple industries and fields such as government services,
healthcare, education, transportation, and finance, with a Q&A satisfaction rate of
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98.7%.

Second, it is a dashboard assistant for government affairs. In order to better
improve the interactivity, ease of use, and intelligent analysis capabilities of dashboard
displays, the Heilongjiang Provincial Digital Government Project has introduced a
digital human intelligent broadcasting system based on the Jiutian Haisuan
government affairs large model. This digital human can broadcast and interpret
relevant content on the dashboard through voice dialogue with the user. With the
introduction of a digital human, users no longer need to manually switch pages to
search for data. They simply need to ask questions, and the digital human can quickly
search for and report the results within 1 second, greatly improving productivity.
Currently, this digital human can answer 6,000+ government affairs questions, with an
accuracy rate of over 85%.

Third, it is a “Heilongjiang Government Intelligent Search” ( “ X #” ) engine.
Using the digital government indicator database, data resource database, policy and
regulations database, and other resources as channels, the model gathers government
affairs data from various departments across the province, builds a label system for the
gathered data, and uses LLM technology to realize natural language queries. This
allows users to query the data they need anytime, anywhere. At present, the
“Heilongjiang Government Intelligent Search” engine supports intelligent search for
data in eight major modules, including government services, government information
release, and economic operations. It supports multiple search methods such as fuzzy
search, trend search, and time and space dimension search as well as various display
methods such as chart display, personalized chart customization, and data drill-down.
It provides convenient functions such as smart search hotspots, associative search, and
government affairs trending keyword word clouds to provide greater convenience to
users.

3. Huawei’s Pangu government affairs large model creates the government
smart assistant “Xiaofu”

Huawei has partnered with the Futian District Government Service Data
Management Bureau in Shenzhen City to create the Futian government smart assistant
“Xiaofu” ( “/MfE” ) based on Huawei's Pangu government affairs large model. This
revolutionizes the traditional “one network for everything” model by using Al to
accurately capture communication dialogue fields, accurately understand residents’
consultation intentions, convert the spoken language of ordinary people into the
language of government services, improve the efficiency of government affairs
processing, and enhance residents’ service experience. The Pangu government affairs
large model is fine-tuned on more than 200,000 government affairs data points,
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including 12345 hotline data, policy documents, and government affairs wikis. It has
mastered a wealth of industry knowledge such as laws and regulations and service
processes, empowering government affairs business to advance from local intelligence
(B ) to ubiquitous intelligence and providing scenario model capabilities such as
a government intelligent service assistant, 12345 hotline agent assistant, and
enterprise business assistance to realize the intelligentized construction of government
inquiries (1), burden reduction, and policy planning (¥ §).

First, it creates an intelligent task assistant. Using context-related recommended
service portals, the conversation assistant searches for existing knowledge and
experience based on prompts, generates the answers to questions, and improves the
accuracy of task item identification. In scenarios involving applications, the assistant
uses element extraction to provide reference cases that precisely match along with
conversation-based auxiliary services. It intelligently identifies the key points where
approval is required so as to achieve “one click at most” (5 % & —1X).

Second, it creates an intelligent 12345 hotline agent assistant. Based on the basic
capabilities of the Pangu government affairs natural language processing (NLP) large
model, it provides knowledge/communication recommendations, Q&A generation,
form-filling assistance, and intelligent categorization and assignment. This way, it
satisfies the intelligent integration and acceptance requirements of the entire 12345
process from consultation response to quality inspection and archiving, shortens the
time it takes customer service agents to fill out forms, and enables accurate incident
assignment and intelligent ticket dispatch.

Third, it helps enterprises do business. Through policy learning and intelligent
deduction, it assists the government in formulating preferential policies for enterprises.
Through end-to-end deduction analysis, it assists the government in tailoring
preferential policies to enterprises, enabling policy deduction and prediction
beforehand, improving policy fulfillment rate during implementation, and supporting
post-hoc analysis of redemption results. This allows the government to make
enterprise-related policies more inclusive and services more precise.

4. iFlytek helps Shanghai’s Tanggiao subdistrict build a new paradigm of
large model + grassroots governance

In August 2023, iFlytek’s Spark (&£ ‘K) digital social engineering system was
officially released, building a “1+N model”—1 Spark large model platform and N
business applications. Oriented toward the three major areas of grassroots city
operations, grassroots services for the people, and grassroots community work, it
realizes business functions such as intelligent incident dispatch, Al-assisted handling,
resident service assistants, and social work task stewards. It addresses current
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practical problems such as the difficulties in the dispatch and analysis of grassroots
managers, low efficiency of grassroots staff in the handling of tasks, and low resident
satisfaction with services, providing a solution to the current “last mile implementation
problem” in urban governance incidents. Currently, the Spark digital social work
system has been implemented in the Tanggiao subdistrict to empower community
cadres.

First, it helps improve the quality and efficiency of the handling of urban
operations incidents at the grassroots level. The Spark digital social work system
provides intelligent incident dispatch services to solve the problems of grassroots
incident dispatchers’ difficulty in mastering long lists of rights and responsibilities, and
of inter-departmental buck-passing, improving dispatch efficiency by more than 30%.
It also provides auxiliary incident handling services to solve practical problems such as
the difficulty for grassroots incident handling personnel to master massive volumes of
laws and regulations, their reliance on experience in incident handling, and their low
incident handling efficiency. It provides incident analysis and reporting capabilities to
solve the current problems of rigid incident statistical types, the inability to dig deeper,
and the lack of full incident correlation and inference capabilities. It greatly improves
the discovery rate of hidden danger (f& ) incidents and enables the rapid generation
of incident analysis reports.

Second, it helps grassroots personnel serve the people with precision and
warmth. Focusing on serving the people at the grassroots level, the Spark digital social
worker system provides 24/7 non-stop consultation service assistants to help solve
the problem where in-person-only consultation cannot provide service outside of work
hours. It also provides assistants for the agents at the windows, solving the problems
where window service staff have difficulty in quickly understanding the massive
volume of service regulations in order to serve residents requesting multiple services,
and thus truly and effectively improving residents’ service satisfaction.

Third, it helps increase convenience and reduce the workload of grassroots
community work. The Spark digital social work system focuses on the daily work of
grassroots social workers and provides intelligent task management services to solve
the current practical problems of complex and difficult tasks and the difficulty of
personnel management and assessment for grassroots social workers, effectively
improving the efficiency of task completion and performance appraisal. It provides an
intelligent notification assistant that, taking into account the actual notification needs
of the community, automatically communicates with residents through phone calls to
complete notification tasks and records the entire process. This solves current practical
problems such as the highly repetitive and time-consuming work of notification, truly
reducing the workload of front-line workers.
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V. Trends and outlook

At present, general purpose large Al models have become the largest
technological wave since mobile Internet technology. Al has become an important
driving force for a new round of S&T revolution and industrial revolution. S&T giants
around the world are vying for position in the field, kick-starting an entrepreneurial
boom chain reaction. The value this technology brings will increase with the
continuous expansion of future application scenarios, and may create new application
interfaces, build a new application ecosystem, bring about efficiency improvements,
and potentially revolutionize business models.

At the same time, however, we need to realize that generative Al technology is
still in its early stages, the technology itself is not mature, and there are still many
problems in terms of content credibility and explainability. Government promotion of
generative Al applications must still continue to explore their value points and usage
methods. At the present stage, it is more important to form a full understanding of the
applications of generative Al in government agencies from the multiple levels of
strategy, business, organization, and risks: First, what impacts and value will
generative Al technology bring to government governance? Second, what
implementation strategy is suitable for the government’s special informatization
development path? Third, how must the government’s organizational talent system
adapt to the needs of technological change? Finally, what risks and limitations of
technology should be addressed by regulations? Correspondingly, we put forward four
technical application recommendations:

(i) Balance the risks and benefits of applications

Generative Al large models have broad application prospects in the government
domain, and they have especially great potential in human interaction and content
production areas such as government services and document writing. They can greatly
improve interaction efficiency, reduce unnecessary administrative work, and help build
a collaborative, efficient, ubiquitous, and accessible digital government. However,
because the technology itself is still changing rapidly, the potential risks of its
application are not completely clear, and governance still lags behind. Confronted with
this new technology boom, we must not only explore its value to avoid falling behind
others, but also remain cautious to avoid risks. First, we must establish agile
governance methods to adapt to rapid technological changes, such as using regulatory
sandboxes to promote the testing and application of large government affairs models,
encourage technology companies, civil servants, citizens, and others to jointly discuss
application and governance strategies, and promulgate targeted usage specifications
or guidelines in the government domain to guide local exploration. Second, we should
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establish an appropriate categorized and graded risk management framework. The
risks of technology application in different government affairs scenarios vary greatly
and differences in national conditions mean that foreign categories and grades are not
fully applicable to the situation of our government. They should be informed by the
relevant requirements of China’s digital government construction to make a specific list
of application fields and usage scenarios and conduct a “risk-benefit” assessment for
each potential application scenario to achieve categorized and graded management.
Third, we should promote scenario application exploration in stages according to local
conditions, with priority given to support and auxiliary work with less risk, such as
drafting emails and knowledge search. Then, we can gradually transition to moderate
and advanced application scenarios such as text generation, data analysis, and policy
Q&A to ensure application security and compliance.

(ii) Strengthen the integration of technology and scenarios

When foreign governments use ChatGPT, they mainly use commercially available
products and customized deployment. A few government agencies are developing
exclusive large models for government affairs. General-purpose large models similar
to ChatGPT on the market have sufficient breadth of knowledge, but insufficient depth.
Their lack of government affairs expertise will affect the credibility of the output
results and require a large amount of manpower to be invested in review, contrary to
the original intention of improving efficiency. Customized applications require the
government to possess a strong foundation and capabilities for innovation, and the
cost of self-built large models is high. Therefore, to promote the application of large
model technology in digital government, it is necessary to take into account both
technical efficiency and service effectiveness, and maximize benefits while ensuring
safe application. At the application level, the government needs to fully understand the
technical features of large models, reasonably assign priorities to implementation
scenarios based on the digital foundations of relevant departments and governance
needs, and do a good job in monitoring and evaluating performance. At the same time,
we should comprehensively consider factors such as strategic importance, technical
thresholds, resource investment, data reserves, and system compatibility in order to
select an appropriate deployment method. For example, we must consider at what
levels and in which fields we should build our own large model capabilities and where
we can purchase solutions from external suppliers to maximize technological
empowerment. From an industrial perspective, we must actively develop large models
in vertical fields and use peripheral extensions to implement a strategy of combining
large models with government affairs knowledge graphs and government affairs
knowledge bases to improve the results of the implementation of large models.
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(iii) Promote the establishment of internal and external ecosystems

To promote the large-scale application of large models, we must establish
supportive policies, talent, and technical assurance and use internal and external
forces to form a benign ecosystem for technology application and upgrades. First, the
government should strengthen guidance and clarify the direction of application
exploration by issuing policy requirements, compiling innovation atlases (£ K1),
and collecting archetypal cases, and guiding the market to provide products or services
that meet specific scenario, performance, and safety requirements. Second, we should
provide organizational talent support that is compatible with the application of new
technologies. By recruiting technical talents and forward-deploying Al experts from
technology companies, we can help the government formulate appropriate large
model deployment and promotion strategies. At the same time, we should strengthen
digital literacy training for existing employees to help them acquire Al knowledge and
skills, understand technical limitations, optimize interactive window prompt input, and
use and implement Al technology responsibly. Third, we should strengthen positive
interactions and cooperation with enterprises and society. For example, with the help
of third-party institutions, we can establish systematic evaluation, monitoring, and
incident-handling capabilities for large-scale government models. With the help of
industry forces, we can develop standards for large models in the government
industry, comprehensively evaluate the overall level of large government affairs
models, and achieve healthy and orderly development. We should strengthen public
participation in the technology application process and jointly determine the priority
scenarios and risk boundaries of large models in government services, urban
governance, and other fields.

(iv) Increase the supply of high-quality data

Data is the basic fuel for large models. Industries with large volumes of data, high
data quality, and strong data diversity can provide sufficient data for the training and
fine-tuning of large models. Whether we adopt a customized deployment model or
develop dedicated government affairs models, we will need the support of huge
volumes of high-quality public data. At present, our country has gradually improved
the sharing channels in the integrated government big data system and accelerated
the promotion of government data sharing and public data openness. However, the
problems of channels without coordination, low data quality, and insufficient
governance at the source (Ji=kV5 ) still exist. To promote the application of large
models in the government affairs fields, on the one hand, we must accelerate the
integration and utilization of public data, create a unified foundation for the training of
government affairs large models based on public data or openly available government
text, and improve the availability of enterprise training models while ensuring security.
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On the other hand, we must coordinate the implementation of full-scale government
data governance, refine the data management responsibilities of each department,
strengthen the construction of laws, regulations, and standards systems for data
source governance, implement data quality projects, conduct regular data quality
assessments, and improve the supply of high-quality data.

Notes on the preparation of this document

In February 2023, the Chinese Communist Party (CCP) Central Committee and
the State Council issued the Plan for the Overall Layout of Digital China Construction
( e E 3 ST /LY ), proposing to collaboratively promote the “five-in-
one” deep integration of digital technology with economic, political, cultural, social, and
ecological civilization construction and basically form an integrated promotion layout
with horizontal integration, vertical integration, and strong coordination by 2025.
Under this overall layout, it has become increasingly urgent to accelerate the
development of collaborative and efficient digital government affairs and drive the
digital transformation of the economy and society through the construction of digital
government.

This Research Report on Governance Modernization in the Digital Age is part of
an annual series of reports released by CAICT focusing on the construction of digital
government. It aims to track and examine hot topics in related fields each year, observe
them from this specific perspective, and provide a reference for industry and
practitioners. Large model technology was undoubtedly the topic of greatest interest in
various industries in 2023. Based on this, the CAICT Policy and Economy Institute
established a project team to research and compile information concerning domestic
and foreign progress in the application of large model technology in the government
domain, analyze the key risks and difficulties in the application process, and judge
future development prospects. The purpose was to provide a reference for the Chinese
government to follow so as to effectively apply these new technologies. In the process
of our research, in order to fully understand the development and application practice
of large models in the government domain in China, we conducted extensive surveys
of representative large model vendors and collected typical cases of relevant
applications from industry. We would like to express our gratitude to: China Telecom,
China Mobile Limited, iFlytek Co., Ltd., Huawei Technologies Co., Ltd., JD.com Inc.,
Alibaba Group Holding Limited, Baidu, Inc., and all the organizations who assisted us.
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