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Executive Summary 

The United States and four key allies, Australia, Canada, Japan, and the United 
Kingdom, share common principles for trustworthy AI: accountability, explainability, 
fairness, privacy, security, and transparency. However, variations in their definitions of 
these principles, as revealed in their respective policy documents, could substantially 
affect interoperability and commercial exchanges, and hamper the development of 
international norms. This brief builds off of our prior work on the use of trustworthy AI 
terms in the U.S. and scrutinizes their use in the national guidelines and policy 
statements of these four key American allies.1 We find: 

● High-level principles around responsible AI are similar in spirit, but differ in 
details. Those detailed differences do not represent substantial disagreements 
among the countries on trustworthy AI terms but they can become problematic 
as countries build specific guidance and eventually regulations atop the 
principles.   

● All countries value accountability and aim to hold a human responsible for harm 
caused by an AI system, but countries vary on who should be accountable. 
Different expectations about the timeliness of accountability processes or the 
expectation of compensation will complicate international exchanges.  

● For explainability and understandability, countries diverge on two core issues: 
the audience for the explanation and the expected subject of that explanation. 
Some countries have specific guidance on which audiences require explanations, 
while others are broad and vague. AI products in use across these nations will 
have to account for these varied and country-specific expectations, which may 
be more inefficient than they are helpful to users. Additionally, conflicts could 
arise when one nation expects certain data to be included in an explanation, but 
another country finds the inclusion of that data to be problematic for security or 
privacy reasons.  

● Bias and discrimination are uniform concerns when it comes to the issue of 
fairness, but otherwise, fairness definitions depend on culture and context. Even 
among the five allies studied here, there are differences in expectations around 
the involvement of affected users in defining fairness or pursuing accountability 
for an unfair system.   

● All nations value privacy, but differ on what is considered private, how privacy 
should be achieved, and who is responsible for protecting privacy. In the case of 
what should be protected, only the U.S. includes a mention of intellectual 
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property, for example. With respect to how privacy should be achieved, only the 
UK guides developers to minimize the retention of private information.  

● When it comes to transparency and fairness, all countries are clear on the need 
to at least disclose to a user that they are interacting with an AI system, if not 
gain consent from that user before an interaction. However, not all countries 
agree on the kind of situation that necessitates disclosure or consent.  

● Security is often closely linked to other data and cybersecurity policies. 
However, not all countries include malicious attacks explicitly in their list of 
concerns. 

Our analysis is limited to policy statements as they exist today. Each country would 
likely consider its governance of AI a work in progress. But this also means there is an 
opportunity now to influence the development of policies, before they harden into 
more specific guidance and regulation and while many countries are still interested in 
creating an international consensus on AI governance.  
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Introduction 

On the surface, many nations are using common principles to guide the governance of 
AI. Upon closer examination, however, the common principles are not defined or 
understood in the same way. This issue brief examines how the U.S., Australia, 
Canada, Japan, and the United Kingdom compare in their use or explanation of 
common AI principles in their national AI guidelines. While these countries often use 
the same or similar words in their key documents, the way those terms are used, 
explained, or defined varies. Those definitional variations will likely affect international 
diplomatic and economic exchanges and the emergence of truly global norms.  

While laws, treaties, and even international technical standards are frequently the 
focus of international policymaking, norms and national guidance are critical 
precedents or stopgaps in the absence of formal agreements. Prior research has also 
established the impacts of international norms on domestic policy debates, policy 
adjustments, as well as changes in national institutions.2 Focusing on the policy 
guidance of these key allies gives analysts a window into how international and 
domestic AI policy may develop as more conversations occur on how to regulate AI.  

The United States has made clear its interest in leading a coalition of allies in the 
development of international norms for governing AI. Washington has demonstrated 
this interest in numerous high-level AI documents over the past several years, 
including, but not limited to, the 2022 “Blueprint for an AI Bill of Rights,”3 the “Political 
Declaration on Responsible Military Use of Artificial Intelligence and Autonomy,”4 and 
others as discussed at length below. Within these documents, the U.S. both explicitly 
and implicitly declares its interest in shaping international norms for AI governance 
and lays out what those norms should include. 

Prior Research 

The U.S. is not alone in articulating an interest in shaping global AI governance. One 
2019 study found 84 state and non-governmental documents that included 
statements of principle on AI ethics and governance.5 A related study in 2020 analyzed 
25 national AI policy documents that made statements on AI ethics.6 Each of these 
policy documents are frequently updated, which complicates an already fast-moving 
global conversation about AI governance. During the course of research for this paper, 
for example, three of the national policy documents examined in this study were 
substantially revised or entirely new guidance was added. 
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Amidst the proliferation and revision of high-level guidance on trustworthy AI or AI 
governance, researchers have been looking for trends that signal the emergence of 
norms. Previous work has identified several common terms. The aforementioned study 
of 84 documents in 2019, for example, identified five convergent principles for AI 
development and use: transparency, justice and fairness, non-maleficence, 
responsibility, and privacy. However, while the words used to title a principle were 
common, there were substantial variations in the definitions of those principles.7 
Another 2021 CSET report found agreement on even higher-level concepts, such as 
complying with existing legal frameworks, human centricity, ethical risk identification, 
and the need for risk mitigation within defense-oriented policies.8 A thorough and more 
quantitative semantic analysis of the ethical terms in 25 national AI policy documents 
in 2020 illuminated term uses and documented some definitional differences.9 Our 
paper builds on this previous research and contributes to the broader discussion by 
investigating the qualitative differences in definitions and the implication of those 
differences for the implementation of global norms.  

Outside of the research community, the U.S. government has also compared its 
terminology to the terminology of other governments. An early version of the U.S. 
National Institute of Standards and Technology’s AI Risk Management Framework 
(NIST AI RMF)10 included a mapping of the key characteristics listed in that document 
to the terms used in other high-level U.S. guidance documents as well as the 
Organisation for Economic Co-operation and Development (OECD) AI Principles11 and 
the proposed European Union Artificial Intelligence Act (EU AI Act).12 Unfortunately, 
the mapping of terms was missing from the final version of the NIST AI RMF, which is 
understandable given the challenge of keeping up with policy document changes and 
the variations in definitions.   

Motivation 

Despite the difficulty, however, these comparisons of AI policy frameworks and 
definitions are useful to policymakers who are working to establish partnerships and 
alliances that will advocate for international AI governance norms. This paper attempts 
to address this need by providing policymakers with specific insights on the substance 
and relevance of differences in definitions of key trustworthy AI terms. How countries 
define AI ethics can have a significant impact on how the AI works, as well as the 
situations in which it is deployed. For example, in 2016, there was a large public 
dispute between the news organization ProPublica and the algorithm company 
Northpointe over the fairness and alleged bias of an algorithm used to support bail and 
sentencing decisions. To some analysts, the debate had less to do with the statistical 
approach than with what was viewed as fair: in other words, is it fair if the algorithm 
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predicts outcomes equitably across races or is it fair if the algorithm makes errors 
equitably across races? Mathematically, both cannot be simultaneously satisfied.13 It is 
for this and similar reasons that we seek to address definitional differences by 
countries in trustworthy and ethical AI keywords before the differences become 
ingrained and problematic for users, companies, and nations alike.  

Selecting Country AI Guidance Documents 

To scope our research, we chose to limit our analysis of terms and definitions to the 
U.S. and four key allies: Australia, Canada, Japan, and the UK. Each of these countries 
adhere to the OECD Recommendation of the Council on Artificial Intelligence, which 
includes a list of “principles for responsible stewardship of trustworthy AI.”14 Often 
when creating their guidelines, countries have referred to the EU and OECD’s ethical AI 
principles as the foundation for their own. Some nations even adopt the OECD 
guidance and do not publish their own policies at all.15 For Australia, Canada, Japan, 
the UK, and the U.S., however, each has published specific national guidance on the 
governance of AI.   

For the countries analyzed, there are numerous AI strategy, governance, or policy 
documents written by different agencies across each government. In general, this 
analysis prioritizes documents that appear most likely to influence future AI policies. In 
reviewing these documents, official policies issued by the highest executive agency 
available were prioritized. In some cases, voluntary frameworks for countries that have 
yet to articulate a binding national policy were included. The analysis, therefore, 
compares documents that include a mix of voluntary frameworks, government agency 
policies, government guidance on laws, and laws that have different objectives and 
purposes. The comparison is admittedly imperfect, but the comparison of definitions 
within those documents is still highly relevant to understanding how countries will 
approach AI governance in future laws and policies as they are developed. The 
documents selected for analysis for each country are listed below, along with very 
brief descriptions of those documents. A more detailed description of our method of 
selecting these five countries can be found in Appendix A. For a more complete 
explanation of our approach to analyzing the text of each document, please see 
Appendix B.  
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Key AI Documents Evaluated 

Australia 

Australia’s AI Ethics Principles 

“Australia’s AI Ethics Principles,” published by the Department of Industry, Science, 
and Resources is a voluntary framework designed to complement relevant laws and 
regulations and guide both public and private uses of AI.16 The document provides a 
brief overview of eight principles that contribute to ethical AI as well as detailed 
descriptions of each. The document’s goal is to ensure positive outcomes of AI uses 
while also building public trust. Of note, the document cites the Institute of Electrical 
and Electronics Engineers (IEEE) report, “Ethically Aligned Design,” as a source of 
inspiration and guidance.17 

Canada 

Directive on Automated Decision-Making 

Canada’s “Directive on Automated Decision-Making,” is part of its broader “Policy on 
Service and Digital,” which was released in March 2019 and updated in 2021 and 
2023. It is intended to regulate the Government of Canada’s use of any AI-enabled 
“system, tool, or statistical models used to recommend or make an administrative 
decision about a client.”18 The Directive builds upon prior Canadian legislation, which 
includes the “Policy on Government and Digital” and the “Privacy Act.” Notably, the 
Directive includes impact assessment levels that guide the application of governance 
requirements to AI. Briefly, these levels are: 

● Level I: “Decisions will often lead to impacts that are reversible and brief.” 

● Level II: “Decisions will often lead to impacts that are likely reversible and short-
term.” 

● Level III: “Decisions will often lead to impacts that can be difficult to reverse and 
are ongoing.” 

● Level IV: “Decisions will often lead to impacts that are irreversible and 
perpetual.”19  
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Responsible Use of Artificial Intelligence-Guiding Principles 

The “Directive on Automated Decision-Making” is augmented by Canada’s 
“Responsible Use of Artificial Intelligence-Guiding Principles.”20 The AI Guiding 
Principles are aligned with Canada’s administrative law principles and were developed 
in conjunction with the “Directive on Automated Decision-Making” through a series of 
workshops and whitepapers. These sessions included numerous Canadian government 
agencies as well as input from industry and academia. 

Japan 

Social Principles of Human-Centric AI 

“The Social Principles of Human-Centric AI” were created as a part of Japan’s Society 
5.0 in 2019, which sets as a goal the creation of “a sustainable human-centric society 
that implements AI, IoT (Internet of Things), robotics, and other cutting-edge 
technologies to create unprecedented value, and a wide range of people can realize 
their well-being while respecting the well-being of others.”21 The Social Principles are 
voluntary but are designed to impact AI guidelines for Japanese companies.  

Governance Guidelines for Implementation of AI Principles 

The Social Principles also influence the “Governance Guidelines for Implementation of 
AI Principles,” which are an amalgamation of domestic and international trustworthy AI 
guidelines and recommendations.22 Released on January 28, 2022, by the “Expert 
Group on How AI Principles Should be Implemented,” the Guidelines are designed to 
be the main reference point for Japanese companies when developing governance 
mechanisms for AI. The document is composed of action targets and implementation 
examples with a particular focus on AI systems that could negatively impact society.23  

While the principles listed are not legally binding, the Guidelines are intended to 
supplement the voluntary efforts of companies to develop in-house trustworthy AI 
guidelines. Similar to corporations in other countries, in the absence of legally binding 
regulations on trustworthy AI, Japanese companies are expected to ensure their 
products adhere to other laws not focused on AI, such as non-discrimination laws.  
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The United Kingdom 

Information Commissioner’s Office (ICO) “Guide to the UK General Data 
Protection Regulation and Data Protection Act”  

While the UK General Data Protection Regulation and Data Protection Act (UK GDPR) 
is not originally targeted at artificial intelligence, many of its principles apply to AI by 
virtue of the technology’s reliance on data.24 To better explain the requirements 
embedded within UK GDPR to government practitioners, the Information 
Commissioner’s Office (ICO) produced the “Guide to the UK General Data Protection 
Regulation” with much more specific guidance on how the UK GDPR applies to AI 
systems.25  

The ICO Guide explains key principles in the UK GDPR and includes checklists for each 
principle, which give greater insights into the intended meaning of each keyword. 
While we examined both the GDPR and its implementation guidance, we selected the 
“Guide to the UK GDPR” instead of the UK GDPR itself, as the former consolidates and 
breaks down each relevant principle in a way that is digestible to practitioners who 
work with AI daily.  

ICO and The Alan Turing Institute “Explaining Decisions Made with AI” and ICO 
“Guide on AI and Data Protection” 

The “Guide to the GDPR” is also updated regularly to accommodate any relevant 
legislative or technical changes that may affect AI systems or their governance. Those 
updates include substantial additions to the guidance on “Explaining Decisions Made 
with AI" in October 2022,26 which was a collaboration between the ICO and The Alan 
Turing Institute, and the “Guidance on AI and Data Protection,” which was updated in 
March 2023.27 The drawback of including the ICO guidance on the UK GDPR is that the 
guidance document is far more detailed than many of the other policies or high-level 
documents included in this study. We accepted this difference because the guidance is 
drawn directly from the UK GDPR and explicitly links to high-level principles, which 
makes it one of several UK government documents that illustrate the influence of high-
level principles on more detailed guidance.28  
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The United States 

Presidential Executive Order 13960 

The President of the United States issued Executive Order 13960, “Promoting the Use 
of Trustworthy Artificial Intelligence in the Federal Government” on December 3, 
2020.29 Executive Orders in the U.S. manage federal operations and direct federal 
entities to take specific actions. They are enforceable and have the effect of law. 
EO13960 specifically directed federal agencies to “design, develop, acquire, and use AI 
in a manner that fosters public trust and confidence while protecting privacy, civil 
rights, civil liberties, and American values, consistent with applicable law and the goals 
of Executive Order 13859.”30 

White House Office of Management and Budget “Guidance for Regulation of 
Artificial Intelligence Applications”  

Published in 2019, Executive Order 13859, “Maintaining American Leadership in 
Artificial Intelligence,” provides guidance to executive agencies on how to support the 
research and development of AI-enabled systems, and only mentions ethical AI 
keyword terms in passing.31 The Office of Management and Budget, however, 
published amplifying guidance on EO13859, titled “The Guidance for Regulation of 
Artificial Intelligence Applications,” which specifically addresses key terms. 
Accordingly, the OMB guidance, and not EO13859, was included in our analysis, 
alongside EO13960.32  

Alongside EO13960 and the OMB “Guidance for Regulation of Artificial Intelligence 
Applications,” there are many other documents on responsible AI issued by the U.S. 
government. While a full inventory of executive branch documents about responsible 
and trustworthy AI is beyond the scope of this paper, one bears special mention: the 
White House Office of Science and Technology Policy’s “Blueprint for an AI Bill of 
Rights,” released in October 2022.33 This document contains definitions of trustworthy 
AI and attempts to draw a more explicit connection between the principles of 
trustworthy AI and core democratic values. The document is non-binding, however, 
and does not reflect the U.S.’ position on AI ethics, nor should it be used to represent 
the position the U.S. will take in international collaborations. Accordingly, we reviewed 
the document but ultimately chose to exclude it from this analysis.    
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Terms and Their Varied Definitions  

Six terms appeared consistently in high-level governmental guidance documents we 
examined: accountability, explainability, fairness, privacy, security, and transparency. 
This finding reinforces previous research which has found the common terms to be: 
responsibility, transparency, justice and fairness, privacy, and non-maleficence.34   

Having identified the six common terms, the following analysis focuses on how they 
were used in each country’s key documents.35 It is important to note that where 
differences are highlighted, they do not represent substantial disagreements among 
the countries on trustworthy AI terms. In fact, there appears to be broad agreement, 
which gives reason to believe that nuanced differences could be overcome in an effort 
to create more global policies. 

Accountability 

One consistent theme when the five nations discussed accountability was that humans 
must be accountable for the adverse outcomes of AI systems for which they bear some 
responsibility. Where nations vary is on the importance and the role of a human 
operator, the role of an affected person in an accountability process, and the specific 
designation of accountability within the government when a government agency uses 
AI. Among the differences noted in the use of the term accountability:  

Human Intervention 

Australia, Canada, and Japan all indicate a need for human intervention in the 
operation and deployment of an AI system in the event that an AI system causes harm. 
In the case of Australia, there is an expectation that “human oversight of AI systems 

should be enabled” and that organizations must “consider the 
appropriate level of human control or oversight for the particular 
AI system or use case.” 36 Canada’s Directive is more specific and 
includes guidance that humans should be able to intervene in 
level III and level IV AI systems both in advance of system 
deployment and during operations.37 Therefore, both nations 

seem to indicate that an operator capable of stopping an AI system that is actively 
harming users is accountable for doing so. Japan’s guidance calls for allocating 
“responsibilities to those who are able to mitigate negative impacts.”38 This could be 
viewed as similar to the Australian and Canadian guidance, but mitigation could occur 
before, during, or after an incident, and not just by stopping the AI system entirely. All 
of these requirements, however, are somewhat vague and sidestep the still ongoing 

Human Intervention 
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debate about the proper role of humans in AI system operations. In other words, 
should humans be “in the loop,” approving and rejecting all actions, or should they be 
“on the loop” observing the AI system in action and only intervening when required?  

Role of the Affected Person 

Australia,39 Japan,40 and the UK,41 all note the person affected by 
the AI must be part of any accountability processes.42 The 
centrality of the affected person in an accountability process is 
echoed in each country’s conception of fairness (see the section 
on fairness). Australia43 and the UK44 specifically emphasize the 
need for affected persons to be able to challenge an AI’s 

decisions. The UK ICO goes further and says processes and results must be 
documented to an “auditable standard” for accountability.45 Additionally, Australia 
includes the potential for compensation and a timely accountability process for those 
harmed by an AI.46  

Government Accountability 

While all five countries highlight the importance of 
accountability, only two countries delineate a process for 
assigning it when government agencies use AI. In Canada’s 
“Directive on Automated Decision-Making,” responsibility for 
fulfilling the responsible AI requirements within the Canadian 
government is assigned to the Assistant Deputy Minister 
responsible for the program that will use the automated system 

or their named designee.47 In the UK’s “Guidance on AI and Data Protection,” data 
protection officers are called out as being directly responsible for data risk 
management and governance of AI systems.48 Data protection officers are also 
accountable for understanding the GDPR and its impact on AI tools and systems.  

Explainability and Understandability 

All countries in our study discuss either explainability, understandability, or both, often 
in the context of other key principles such as transparency, accountability, 
interpretability, and fairness.49 Each country varies in its expectations around the 
concepts and the UK’s “Guidance on explaining AI” stands out as the most detailed 
and far-reaching. Overall, the main issues for explainability center on questions of who 
receives the explanation and what should be explained. 

 

Affected Person Role 

     

     

Government 
Accountability 
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Specific guidance on the audiences for AI explanations can guide developers to create 
approaches designed for those audiences and their circumstances. Crafting appropriate 
explanations for a given audience is non-trivial work and establishing common 
expectations about the types of audiences (i.e., users versus auditors) may better 
support exchanges of information between allies and cross-border interoperability. 
That said, country expectations for audiences vary significantly today. Japan is the most 
limited in its audience expectations, stating simply that explanations should be 
provided on a “case by case basis.”50 This stands in contrast to Australia, for example, 
which includes users, creators, legal representatives, and the public in its list of 
audiences affected.51 The UK, and the U.S. also include other audiences in addition to 
users. The UK’s guidance specifies that staff whose decisions are supported by an AI 
system are entitled to a sufficient explanation, as are auditors or external reviewers.52 
The U.S. issues a blanket statement for explanations to “others, as appropriate.”53 The 
large blanket statements (i.e. Australia’s “the public” or America’s “others as 
appropriate”) may help future-proof policies from changing norms and technical 
abilities, but the ambiguity also creates challenges because audiences have different 
levels of understanding of AI systems. Moreover, there could be frequent requests for 
explanations from diverse parties with multiple and varying motivations. 

Affected Users 

All but Japan expect that affected users will be provided an explanation of the decision 
of an AI system. Notably, under the GDPR, the UK explicitly encourages developers 

and operators of AI systems to consider children or other 
vulnerable groups in preparing explanations for affected users.54 
The UK recommendation to include explanations accessible to 
vulnerable groups is unique within the documents we reviewed 
but the sentiment aligns with common notions of equal 

opportunity and anti-discrimination across all five countries. 

  

Affected Users 
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Method of Explanation Delivery 

The UK is unique in including explicit guidance on who should deliver the explanation 
of an AI system, stating that the information should be delivered as a conversation and 

that “people should be able to discuss a decision with a 
competent human being.”55  

 

 

What to Explain: Notification, System Structure, and System Outcomes 

Countries generally recognize three points that require explanation: first, an 
explanation that an individual is interacting with an AI-based system and the role of 
that AI system in a decision (related to the notion of notification or informed consent as 
explained in the section that follows on transparency). Second, an explanation of how 

the system works. And third, an explanation of the system’s 
output or decision.  

The UK and Canada embrace all three points for explanation: 
notification, system structure, and system outcomes. For 
example, the UK guidance states that individuals have the right 

to be informed that they are interacting with an automated system for decision-
making; provided information about the logic involved in the system and how the 
system may impact the individual; and, after a decision is made, given an explanation 
of the result.56 Canada adds to this list a requirement to explain the training data for 
the system and, if applicable, the way it was collected.57 Both Canada and the UK 
further delineate expectations for explainability based on the impact level of an AI 
system. In Canada, for example, AI systems that have reversible and brief impacts have 
a lower expectation for explainability than systems that have irreversible or perpetual 
impacts.58 The other countries are less precise about these requirements:  

• The U.S. applies a standard of understanding to both the operations of the 
system and its outcomes.59  

• Australia60 and Japan61 mention a need for the explainability of system 
outcomes or results, but not necessarily how the system works. 

Method of 
Explanation Delivery 

     

     

What to Explain 

     

     



Center for Security and Emerging Technology | 15 
 

Specific Guidance on Explainable Approaches 

Unlike other nations, the UK’s guidance on explaining AI goes 
into great detail on different types of explanations (i.e., rational, 
responsibility, data explanations, etc.) as well as types of AI 
models that lend themselves to better explanations (i.e., a linear 
regression model vs. an artificial neural net).62 This level of 
detail is unique among the documents reviewed. The UK’s 
guidance on explainability could serve as a useful guide for 

companies or government agencies deploying AI. 

Fairness 

Fairness was a consistently emphasized theme in the AI guidance documents we 
examined. Although the term is common, the definitions predictably vary, since 
concepts of fairness also vary by geographic and cultural norms.63 Additionally, 
fairness is a difficult principle to define mathematically, morally, or politically. While 
fully agreeing on common standards for fairness may be a bridge too far, there are 
similarities worth noting among the five countries, especially the importance of 
engaging an affected user and preventing discrimination. 

Role of Affected User 

Australia,64 Japan,65 the UK,66 and the U.S.67 include affected users as being parties to 
defining and judging the fairness of an AI system. “Affected 
users” include (in the case of all four listed countries) the 
individuals who may be affected by the decisions of an AI 
system, the individuals who may interact with an AI system, as 
well as the individuals whose data may have been used to train 
or maintain the system. While Canada does mention affected 

users in meeting explainability requirements, it does not do so in terms of fairness. 

Importance of Disclosure or Consent 

Australia68 and the UK69 are especially clear on the need to elicit 
informed consent from users who may interact with an AI 
system. This is echoed in other national discussions of 
transparency (see section on transparency). Aside from the 
requirement for informed consent in advance of an interaction, 
however, no country has yet defined the specific method by 
which affected users will be notified or engaged in a process.  

Specific Guidance on 
Explainable 
Approaches 

     

     

Role of Affected User 

     

     

Importance of 
Disclosure or 
Consent  
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Bias and Discrimination 

Discrimination features in the definitions of fairness for Australia,70 Japan, the UK,71 and 
the U.S.72 Only Japan goes so far as to mention specific categories that should be 
protected such as age, gender, nationality, race, and religion.73 The other countries do 

not list specific protected classes but instead emphasize 
inclusiveness and accessibility. 

Of note, Japan74 and the U.S.75 emphasize the democratic 
notions of civil rights or civil liberties in their definitions of 
fairness. Australia, Canada, and the UK do mention civil rights or 
liberties in other portions of their documents but not in relation 

to fairness. This inclusion of democratic norms is discussed more below. 

Procedural Fairness 

Canada is somewhat unique in that it does not discuss discrimination, but instead 
draws upon its established concept of procedural fairness. In 
Canada, any applicant for government resources or a 
government decision is entitled to a decision “free from a 
reasonable apprehension of bias, by an impartial decision-
maker.”76 The procedural standard also includes, among others, 
expectations that decisions will be processed without undue 

delay, that the applicant has a right to be heard in response to a decision, and that the 
applicant has a right to be told the reasons for the decision.77 This notion of procedural 
fairness informs Canada’s approach to transparency and explainability as well. 

  

Bias and 
Discrimination 

     

     

Procedural Fairness 
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Privacy 

While all five countries include the term “privacy” in their top documents and many 
references to established guidelines on data protection, there are a few interesting 
differences in their statements, mostly about what is to be protected (should it include 
intellectual property?), how (by security or by a data minimization standard?), and why 
(should privacy be characterized as a democratic value?). 

Intellectual Property 

The U.S. is the only country to make specific mention of intellectual property in 
conjunction with privacy.78 This may be linked to the U.S. assumption that safeguarding 
intellectual property is foundational to economic growth. It is also possibly linked to 

America’s vocal concerns about the theft of intellectual property 
by China, declared by former FBI Director Christopher Wray as 
the nation’s “greatest long-term threat.”79 American allies also 
recognize the importance of intellectual property and have made 
similar declarations regarding China’s theft of IP, but do not 
mention it explicitly in their descriptions of privacy and AI.80  

Data Minimization 

The UK highlights data minimization as a method for enhancing privacy. It notes that 
“personal data shall be adequate, relevant, and limited to what 
is necessary in relation to the purposes for which they are 
processed.” The UK also includes guidance to conduct due 
diligence on any third-party services to ensure that privacy is 
maintained when relying on a vendor for either data or AI 
systems.81 

Privacy and Democratic Values 

Japan,82 the UK,83 and the U.S.84 all link privacy to individual 
rights and freedoms. However, the U.S. mentions the link most 
often in their AI documents. In EO13960, the phrase “privacy, 
civil rights, civil liberties” is used five times, and in two instances 
the phrase “American values” is included. Japan states “we 
should make sure that any AI using personal data and any 

service solutions that use AI, including use by the government, do not infringe on a 
person's individual freedom, dignity or equality.”85 Other countries also mention 

Intellectual Property 

     

     

Data Minimization 

     

     

Privacy and 
Democratic Values 
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democratic values, but not as an aspect of privacy. For example, Australia highlights 
democratic values as a component of its “human-centered values” principle.86  

Security 

Although all five countries mention security frequently across their AI guidance 
documents, the term is generally referenced as a component of other keywords rather 
than as an independent principle. This may be because security is often addressed in 
relation to cyber or data-security policies and requirements. Still, all five countries 
uniformly accept the need for a risk management approach to security, and three of the 
five countries include guidance to build and operate systems in a way that fortifies 
them against an attack. 

Risk Management Approach 

All five countries explicitly address security concerns through 
risk assessment or risk management frameworks and processes. 
The documents make clear that AI systems contain risk and that 
governance is a process of managing risk, as opposed to 
eliminating it. 

Preparing for an Attack or Breach 

Australia,87 the UK, and the U.S.88 all show concern for malicious 
attacks against AI systems. Australia and the U.S. specifically 
mention the requirement for resilience, which is to say that AI 
systems should have various backup options or what is termed 
graceful degradation in the event of an attack. The UK states 

there must be “appropriate levels of security against [data’s] unauthorized or unlawful 
processing, accidental loss, destruction or damage.”89 

Transparency 

Transparency is related to, but distinct from, explainability. The NIST AI RMF 1.0 
definition is helpful in providing clarity here, it defines transparency as “the extent to 
which information about an AI system and its outputs is available to individuals 
interacting with such a system” and explainability as “a representation of the 
mechanisms underlying AI systems’ operation.”90 Not all countries share this clear 
distinction in their high-level policy documents, and the lack of clarity can be confusing. 

Risk Management 
Approach 

     

     

Risk Management 
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There are two components to transparency as distinct from explainability that appear 
in the examined policy documents: one that has to do with unanimous support for 
disclosure for eliciting user consent which, to an extent, overlaps with explainability, 
and another relates to the ability to observe the workings of the AI system.  

Disclosure 

Australia,91 Canada,92 Japan,93 the UK,94 and the U.S.95 all emphasize the importance of 
providing notice to a user that they are interacting with a system 
that uses AI to make decisions. The timing and method of 
disclosure are vague, but the U.S. does include guidance that 
“...disclosures, when required, should be written in a format that 
is easy for the public to understand.”96 This requirement is 
related to the previously discussed principles of explainability 

and fairness, though in this instance all countries agree on the need to disclose as a 
part of the principle of transparency. 

Canada’s approach to providing notice is different because it does not require 
disclosure for systems that only have reversible and brief impacts (Level I). Higher-
level systems, whose impacts can range from reversible and short-term to irreversible 
and perpetual, require disclosure.97  

Balancing Transparency with Privacy 

The U.S.98 and Canada99 recognize an inherent tension between 
transparency and two other principles they value: security and 
privacy. Canada states this tension well, saying that the 
government will “be as open as we can by sharing source code, 
training data, and other relevant information, all while 
protecting personal information, system integration, and 
national security and defence.”100 
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Table 1. Summary Table of AI Themes and Principles Contained in Guidance Documents, by 
Country 

Theme Specific Principle       

Accountability 

Human Intervention Y Y Y   

Role of Affected Person   Y Y  

Government Accountability  Y  Y  

Explainability and 
Understandability 

Affected Users (Who) Y Y  Y Y 

Method of Explanation Delivery (What)    Y  

What to Explain: Notification, System 
Structure and Outcomes 

 Y  Y  

Specific Guidance on Explainable Approaches    Y  

Fairness 

Role of Affected User Y  Y Y Y 

Importance of Disclosure or Consent Y   Y  

Bias and Discrimination Y  Y Y Y 

Procedural Fairness  Y    

Privacy 

Intellectual Property     Y 

Data Minimization    Y  

Privacy and Democratic Values   Y Y Y 

Security 
Risk Management Approach Y Y Y Y Y 

Preparing for an Attack or Breach Y   Y Y 

Transparency 
Disclosure Y Y Y Y Y 

Balancing Transparency with Privacy  Y   Y 
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Other Notable Similarities and Differences 

While this issue brief’s goal is to analyze 
the similarities and differences among the 
five countries’ shared ethical AI terms, our 
research revealed a number of terms that 
several, but not all, countries shared.  

 

 

 

Accuracy 

The academic101 and technical102 communities have written extensively about the 
importance of accurate and reliable AI, but unfortunately, not every country lists 
accuracy as a core principle. There are too103 many104 examples105 of deployed systems 
with substantial accuracy issues that, at least in some cases, render their predictions as 
effective as tossing a coin. Australia, the UK, and the U.S. include accuracy in their lists 
of principles. The UK further distinguishes statistical accuracy for an AI system from 
the GDPR’s “accuracy principle,” which is related but distinct because it requires that 
data held or used by the government to be accurate. Japan mentions accuracy as a 
metric for assessment (both prior to deployment and as a part of a maintenance cycle) 
but not as a principle. Canada only briefly notes that systems should be accurate, as 
should the data used to train the system.106  

The absence of accuracy as an independent principle for Japan and Canada may have 
several explanations, and among them could be the presumption that accuracy is so 
obvious it need not be stated, or that an inaccurate system is, in fact, an unfair system 
as in the case of the UK. Given the still frequently reported instances of accuracy errors 
and their harms, however, countries may do well to further elevate their concerns 
about accuracy and articulate reasonable expectations for AI accuracy. That said, 
perfect accuracy is a lofty if not impossible goal and one human decision-makers 
routinely fail to achieve. Overall, more specificity regarding expectations of accuracy 
may warrant further discussion.    

Additional Terms 

      

Accuracy      

Reliability      

Safety      

Robustness      

Democratic Values      
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Reliability 

Related to accuracy, Australia,107 Japan,108 the U.S.,109 and the UK highlight reliability in 
ways that align with the International Standards Organization’s definition as the 
“ability of an item to perform as required, without failure, for a given time interval, 
under given conditions.”110 However, the UK adds a point about the need to ensure the 
data comes from a reliable source, in addition to the reliability of an AI-enabled 
system. 111  

Safety 

Only the U.S. and Australia include safety as a unique keyword term for ethical or 
trustworthy AI. In the U.S., safety is linked to security and couched in terms of 
eliminating security vulnerabilities or the potential for malicious use.112 In Australia, 
safety is linked to reliability and the idea that systems should operate “in accordance 
with their intended purpose.”113 While Canada does not refer to safety as a key 
principle, it does identify the need to “safeguard against unintentional outcomes” as a 
matter of quality assurance.114  

Robustness  

Robustness is not addressed more than in passing in any of the high-level policy 
documents we analyzed. The International Organization for 
Standardization/International Electrotechnical Commission (ISO/IEC) defines 
robustness as the “ability of a system to maintain its level of performance under a 
variety of circumstances.”115 Like ISO/IEC, NIST highlights the importance of robustness 
in the AI RMF 1.0 and includes it as a concept related to accuracy and reliability. The 
absence of robustness from policy documents may be because the term is thought of 
as more technical, and less of a stand-alone principle. Robustness is indeed connected 
to accuracy and reliability, but given the broad technical concerns about the brittleness 
of AI systems, policymakers may wish to consider the value of elevating robustness as 
a term within non-technical communities and documents.116   

Democratic Values 

While no country had a singular ethical AI principle named “democratic values,” many 
of the country documents analyzed contained the phrases “individual rights,” or 
“individual freedoms,” and a few included “civil liberties” and/or “democratic values.”  
The desire for democratic nations to promote AI technologies that abide by democratic 
principles is unsurprising, though there may be some disagreement about how 
prominently the words should feature in documents meant to influence international 
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norms. Among the countries analyzed, Canada,117 Japan,118 the UK,119 and the U.S.120 
are well aligned and emphasize civil rights or civil liberties in their definitions of other 
terms, particularly fairness. Australia words its support differently, stating “human 
rights, diversity, and the autonomy of individuals” should be respected by AI systems, 
though the notion is still consistent with the other nations.121 

Recommendations 

To help shape global norms for governing AI that will ultimately affect international 
commerce, diplomacy, and interoperability, the U.S. will need to monitor the 
statements of like-minded nations and hone the current common sentiments into 
specific multilateral agreements and guidelines. That work can start by solidifying 
current points of unanimity and by seeking out opportunities to bridge narrow gaps. At 
the same time, the U.S. should deeply engage in areas of more substantial differences 
and should learn from the efforts of allies who are taking complementary approaches:   

Points of Unanimity to Solidify 

While they have different reasons, each nation in this study shares statements about 
the importance of engaging affected users and disclosing and/or seeking consent 
before the user engages an AI system that could affect them. The U.S. and its allies 
should build on this consensus and define how and when notifications should take 
place and the degree of impact (or the kind of AI) that would trigger the need for a 
notification.  

The unanimity around the need for security and the use of risk management 
approaches can also represent an important, if imperfect, opportunity. While nations 
may not agree on the method of risk management, instantiating a norm whereby all 
countries have a publicized and transparent risk management approach seems 
prudent and possible.  

Finally, there is unanimous agreement that AI systems should support democratic 
values and individual rights and freedoms. The U.S. and Japan are the most outspoken 
in the use of the terms but all countries make their preferences clear. Similarly, they 
also all support a principle that AI systems should avoid causing or perpetuating unfair 
discrimination. Explicitly listing democratic values in a global list of AI principles may 
be a bridge too far, given geopolitical differences. However, these five nations should 
work together to solidify and explicitly acknowledge the centrality of democratic 
values in guiding their national AI policies. 
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Smaller Gaps that Could be Bridged 

Most countries believe in human accountability for AI harms, but all countries should 
choose to make explicit the role and method of engaging an affected user in an AI 
accountability process.  

The details of whether a human is “in the loop” or “on the loop” is one that likely 
requires more debate and will be differentiated by the perceived risk of the AI system 
and its application. However, given current national statements about accountability 
principles, all nations should choose to embrace the notion of holding a person 
accountable who is in a position to stop an active AI system from perpetuating 
harm and ensure the technology is developed with an oversight capability that 
allows a human supervisor to rapidly intervene.  

Relatedly, for users to meaningfully engage in an accountability process, they need AI 
to be explainable and understandable. The countries examined in this analysis are 
nearly unanimous on the need for the explainability of an outcome or decision to users 
affected by that decision. And even as the outlier, Japan’s stance to provide 
explanations on a “case-by-case basis” does not seem opposed to those of the other 
nations examined. Therefore, all nations should consider agreeing that explainability 
is geared toward, at a minimum, affected users. Including vulnerable populations, 
such as children and the elderly, in the affected user category also seems 
achievable given the statements of all five nations.  

Beyond explaining outcomes, the agreement of Canada, the UK, and the U.S. on the 
need to explain how the system works (in addition to its outcome) provides a basis for 
further developing internationally shared notions of explainability. 

Coordinate to Clarify Larger Differences  

A tension exists between the principles and expectations of transparency and privacy 
for AI systems. The balance between the two principles will be challenging for 
governments, citizens, and AI developers alike. Leaders should engage broadly to 
collaboratively evolve expectations about the boundaries and balance between 
transparency and privacy, which will be important to the acceptance and trust of AI 
systems writ large.  
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Learn from Interesting Differences  

U.S. policymakers should consider the utility of the UK’s approach to disseminating 
specific but voluntary guidance on ways developers may comply with the spirit of 
core AI principles. If this approach can help enable trust in AI systems and improve 
compliance with high-level principles, without stifling innovation, it could be a model 
well worth imitating. In particular, the UK’s “Explaining Decisions Made with AI” can 
help developers or companies who lack this specific area of expertise comply with the 
principles of explainability and transparency while still giving room for the creation of 
new explainability techniques. 

Currently, U.S. regulations do not differentiate AI systems by the type of impact they 
might have, whereas Canada and the UK do. This differentiation by impact may be 
advantageous to the U.S. and others with a similar approach given how challenging it 
will be to meet the technical and/or administrative burden imposed by some of the 
principles reviewed in this analysis. The U.S. and other nations may wish to consider 
the advantage of adopting a more explicitly risk-based approach to common, core 
principles. Differentiating AI systems by risk level could also help the international 
community focus its efforts on developing norms for those AI systems most concerning 
to governments.122  
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Conclusion 

Through careful analysis of American, Australian, British, Canadian, and Japanese 
high-level policies and guidance on trustworthy artificial intelligence, one can find that 
the U.S. and these key allies generally agree on the importance of six concepts–
accountability, explainability, fairness, privacy, security, and transparency– but they do 
not align on the specific features and definitions of each term. As those terms and 
definitions evolve, differences will be accentuated, ultimately making commerce, 
interoperability or international use of AI systems difficult. Without common 
expectations around notifications, explanations, or accountability, companies and 
individuals may find it difficult if not impossible to efficiently develop AI solutions that 
international audiences will trust or that will comply with a myriad of different 
international policies. 

The terms and explanations extracted from each country’s documents are still 
evolving, but as time passes these principles will shape more specific policies and 
standards across a wide variety of applications. The time to shape the development of 
these policies is now, while the differences in the high-level principles still do not 
represent dramatic departures and while allies are still willing to learn from and evolve 
with each other towards international norms for the governance of AI. 
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Appendix A: Country Inclusion Criteria  

We selected five countries for comparative analysis based on:   

● Membership in either the North Atlantic Treaty Organization, the Quadrilateral 
Security Dialogue, or the UK – United States of America Agreement (otherwise 
known as the Five Eyes). 

● The presence of high-level policy documents on artificial intelligence that 
include ethical terminology with defined terms. These documents were largely 
found through the OECD Artificial Intelligence Policy Observatory.123  

● Significant public and/or private sector investments in artificial intelligence, as 
indicated by the top 15 investing countries in the Emerging Technology 
Observatory’s Country Activity Tracker.124 In most cases, the selected countries 
are the top AI producers of their region based on investments and research 
contributions by both the public and private sectors.  

These criteria identified nine nations (Australia, Canada, France, Germany, Japan, the 
Netherlands, the United Kingdom, the United States, and the Republic of Korea) of 
which the final five were selected for geographic diversity. 
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Appendix B: Text Selection and Analysis 

For each country analyzed, high-level documents included for examination were vetted 
as being those that:  

● were published by an institution charged with the highest level of guidance and 
governance within that nation. For example, an executive order of the President 
of the United States;   

● provided guidance regarding the development and/or use of AI by the 
government or by private entities; and, 

● included specific references to ethical or trustworthy AI terms and principles in a 
substantial way.    

For each document studied, the authors analyzed the text to identify common terms 
and explanations related to AI trustworthiness. These terms and explanations were 
identified, labeled, and grouped through successive reviews, initially using the online 
text analysis platform Dedoose. For an example of the coding enabled by the Dedoose 
platform, see Figure 1. 
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Figure 1: Sample Text Analysis for Fairness 
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