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Executive Summary 

The advent of more powerful AI systems such as large language models (LLMs) with 
more general-purpose capabilities has raised expectations that they will have 
significant societal impacts and create new governance challenges for policymakers. 
The rapid pace of development adds to the difficulty of managing these challenges. 
Policymakers will have to grapple with a new generation of AI-related risks, including 
the potential for AI to be used for malicious purposes, to disrupt or disable critical 
infrastructure, and to create new and unforeseen threats associated with the emergent 
capabilities of advanced AI.  

In July 2023, the Center for Security and Emerging Technology (CSET) at Georgetown 
University and Google DeepMind hosted a virtual roundtable to assess the current 
trajectory of AI development and discuss measures that industry and governments 
should consider to guide these technologies in a positive and beneficial direction. This 
Workshop Report summarizes some of the key themes and conclusions of the 
roundtable and aims to help policymakers “skate to where the puck is going to be,” in 
the words of ice hockey great Wayne Gretzky. 

The rise of LLMs has demonstrated that AI is becoming more general-purpose. Current 
systems are already capable of performing a wide range of distinct tasks, including 
translating text, writing and editing prose, solving math problems, writing software, 
and much more. However, there was broad consensus across roundtable participants 
that these systems are only one iteration of what are likely to be even more capable 
systems within the next few years. AI developers are actively working to make these 
systems more powerful, which in turn increases safety and security concerns. Five 
ways in which existing AI systems are currently being augmented are multimodality, 
tool use, deeper reasoning and planning, larger and more capable memory, and 
increased interaction between AI systems.  

In anticipation of new types of risks that current and upcoming models may pose, AI 
companies have begun undertaking “model evaluations” of their most advanced 
general-purpose AI models.  Such evaluations attempt to identify dangerous 
capabilities such as autonomous replication (a model’s ability to acquire resources, 
create copies of itself, and adapt to novel challenges); dangerous knowledge about 
sensitive subjects such as chemical, biological, radiological, or nuclear weapon 
production; capacity to carry out offensive cyber operations; the ability to manipulate, 
persuade, or deceive human observers; advanced cognitive capabilities such as long-
term planning and error correction; and understanding of their own development, 
testing, and deployment (sometimes called situational awareness). These capability 
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evaluations are a productive first step, but should not be seen as a comprehensive 
approach to managing risks. At best, they can provide an early indication of some 
potential risks, which could trigger mandatory reporting requirements and additional 
safety measures.  

The risks of these new systems are evident, but responsibility for managing that risk is 
less so. Several participants noted that the current status quo may place too much of 
the responsibility for managing risk on industry. Instead, policymakers should work 
towards achieving a balance between government and industry. Under this approach, 
governments must have sufficient technical expertise to support independent auditing 
functions, including the ability to describe and execute evaluations. At the same time, 
governments should encourage and incentivize industry to advance the science of 
evaluations and report their results. Third-party testing and auditing organizations can 
provide important additional capacity, but do not negate the need for governments to 
increase their own oversight capabilities.  

To manage these risks, potential policy levers can be grouped into three categories:  

1. creating visibility and understanding,  
2. defining best practices, and; 
3. incentivizing and enforcing certain behaviors.  

Governments should encourage—or perhaps require—private-sector actors to test and 
evaluate their systems and to report dangerous capabilities and real-world threat 
intelligence to oversight bodies in order to increase regulators’ visibility into the state 
of play. Policy interventions could also help standardize the testing and evaluation 
process within the AI pipeline. Options to incentivize or enforce these behaviors could 
include leveraging government procurement requirements, establishing industry 
certifications for frontier AI systems, and incentivizing increased transparency of 
discovered vulnerabilities and reporting of evaluation results by reducing liability for 
companies that disclose responsibly.  
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Introduction  

AI is experiencing a moment of profound change, capturing unprecedented public 
attention and becoming increasingly sophisticated. As AI becomes more powerful, and 
in some cases more general in its capabilities, it may become capable of posing novel 
risks in domains such as bioweapons development, cybersecurity, and beyond. Two 
features of the current AI landscape are especially challenging from a policy 
perspective: the rapid pace at which research is advancing, and the recent 
development of more general-purpose AI systems, which—unlike most AI systems, 
which are narrowly focused on a single task—can be adapted to many different use 
cases. These two elements add new layers of difficulty to existing AI ethics and safety 
problems. 

In July 2023, Georgetown University’s Center for Security and Emerging Technology 
(CSET) and Google DeepMind hosted a virtual roundtable to discuss the implications 
and governance of the advancing AI research frontier, particularly with regard to 
general-purpose AI models. The objective of the roundtable was to help bridge the 
gap between the state of the current conversation and the reality of AI technology at 
the research frontier, which has potentially widespread implications for both national 
security and society at large. Throughout the discussion, participants noted both the 
challenge of predicting how frontier AI will progress and the importance of anticipating 
possible futures, likening this situation to legendary ice hockey player Wayne Gretzky’s 
famous saying: “I skate to where the puck is going to be, not where it has been.” This 
Workshop Report aims to help policymakers skate to where the metaphorical AI puck 
is going.  
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The roundtable discussion centered on three topics:  

1. Potential Concerns and Indicators. New risks and challenges are likely to arise 
from the increasing general-purpose capabilities of AI systems. To effectively 
prepare for these concerns, participants were asked to identify potential 
indicators or tripwires, enabling the development of strategies to proactively 
manage the challenges that may emerge in the security domain. These 
indicators could pertain to security-focused AI applications and extend to AI-
generated geopolitical risks.  

2. Division of Responsibility for Managing Risk. Interest in AI-based risk spans 
across government, academia, industry, and civil society, with different 
departments and agencies within government holding jurisdictional 
responsibility. The increasing generality of AI systems and their potential for use 
across many different sectors may necessitate new distribution of responsibility 
across actors.  

3. Levers to Manage Risk. The policy community possesses unique levers to 
manage risks and challenges associated with increasingly general AI 
capabilities. The distinct challenges posed by general-purpose AI, however, may 
require the development of new policy and regulatory mechanisms. Participants 
sought to identify levers that are available and needed to manage the specific 
types of concerns associated with frontier AI systems. This also includes 
considering the responsibility that AI companies should assume, whether by 
actively developing security or defense applications or having technology 
relevant to the domain.  
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Box 1: Scope and Definitions  

Some discussions of AI focus solely on systems that are already in widespread use today; 
others revolve around speculative future systems that may (or may not) be developed at 
some point in the future. This roundtable, by contrast, was scoped to explore risks that 
could arise from relatively foreseeable extensions of AI technologies that exist today.  

The research frontier of what AI systems can do has expanded rapidly over the last 
decade, and shows few signs of slowing down. It is important for analysts and 
policymakers to be able to discuss how existing trends might continue and what 
implications they might bring, while being careful not to become excessively speculative. 
We use the phrase “AI research frontier” or similar phrasing to refer to AI models that are 
comparable to or slightly beyond the current cutting edge—recognizing that this is not a 
precise designation.  

Throughout this document, we primarily focus on so-called “general-purpose AI” 
systems—such as large language models (LLMs)—which can be used for a wide range of 
different tasks. General-purpose AI systems are different from the “narrow AI” systems 
that characterized the field until recently, which specialize in a single task such as playing 
chess or classifying images. General-purpose AI is also a distinct term from “artificial 
general intelligence” or AGI, a contested term that is typically used to refer to an AI 
system with cognitive capabilities comparable to a human. The general-purpose AI 
systems that exist today can perform a broad range of different tasks, but in most cases 
are not as capable at those tasks as humans. 
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Progress and Trends in AI 

Most debates about the future of AI are anchored in current technologies—such as 
today’s LLM-based chatbots—but lack a clear sense of which tools or capabilities 
might emerge.  

Many of today’s AI technologies are relatively new. The transformer-based LLMs that 
dominate the news in 2023 have only existed since 2017, and did not enter 
widespread use until a few years later. 1 Before that point, discussions about AI 
centered on deep-learning-based classifiers, reinforcement learning agents, and 
models of various complex real-world systems. Deep learning, which has been so 
critical to AI progress over the past decade, only emerged in earnest in 2012. The pace 
of development since then has been incredibly swift—bolstered by algorithmic 
innovations, increasingly accessible high-end computing capabilities, and sustained 
investment in AI research and development—and shows few signs of slowing. The 
rapid tempo of change in what AI systems are capable of makes policymakers’ work 
more difficult, as they must design policies that can both handle risks and harms from 
existing AI systems and also anticipate and adapt to further changes in the future.  

The recent emergence of more general-purpose models has further complicated the 
picture. For decades, most AI systems have been designed to perform a single, 
narrowly defined task, such as playing chess, recognizing objects in an image, or 
ranking web content. By contrast, LLMs are capable of performing a wide range of 
distinct tasks, including translating text, writing and editing prose, solving math 
problems, writing software, and many more. While narrow AI systems will continue to 
be common in many areas, general-purpose AI is already entering more widespread 
use and is sure to spread further. Many existing approaches to AI policy, which 
conceptualize risks and harms in terms of specific use cases, will need to be adapted in 
order to handle the new difficulties posed by these more powerful AI models.2 

Advancements in General-Purpose AI 

The most capable general-purpose AI systems currently available to the public are 
LLMs which are generally accessible in the form of text-in, text-out chatbots, such as 
OpenAI’s ChatGPT, Google’s Bard, and Anthropic’s Claude. However, there are several 
ways in which AI developers are actively working to augment these systems. 
Roundtable participants were asked to discuss how the current frontier of AI research 
might expand over the next few years to encompass new capabilities, which 
capabilities are most concerning, and how to evaluate the relationship between a 
model’s capabilities and its potential to have real-world impacts.  
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Though it is difficult to predict exactly how each of these augmentations will play out, 
it is clear that they will expand the capabilities of these systems and, correspondingly, 
expand the safety and security concerns associated with them. Five such areas are as 
follows:*  

1. Multimodality: A multimodal AI system is one that is capable of receiving 
multiple types of input (such as text, images, audio, or video) or generating 
multiple types of outputs. For example, an increasingly standard approach 
among AI developers is to feed images into LLMs. Multimodality makes existing 
AI models more powerful and may have significant privacy and security 
ramifications when deployed in certain contexts such as surveillance or law 
enforcement.  

2. Tool use: Frontier AI systems will soon output not just static language, images, 
audio, or video, but will also likely have the capability to interact with the open 
internet or user data and applications. ChatGPT’s experimental “plugins” feature 
is an early example of this capability. For example, AI systems with access to 
web search capabilities can query websites to synthesize information across 
multiple sources, while those with user-interface controls can take actions on 
websites instead of simply generating text. These additional functions are often 
referred to as “tools,” because they allow AI systems to make use of other 
programs, including web applications, user data, scientific databases, and more. 
These developments are significant because soon these models will no longer 
be standalone systems, but rather fully integrated ones capable of interacting 
with a broader environment outside the AI itself relatively autonomously 
through a set of tools. Depending on the tool, this could also significantly 
increase the systems’ capabilities.    

3. Deeper reasoning and planning: A major current area of research focuses on 
extending LLMs’ reasoning capabilities, making it highly plausible that future 
models will be significantly more powerful in this regard.  For example, “chain-
of-thought” prompting, in which LLMs generate intermediate reasoning steps 
when responding to a prompt, can significantly improve models’ performance on 
certain tasks such as arithmetic or word problems.3 Future models are likely to 

 

* These five points are drawn from material presented by Matthew Botvinick at the roundtable. 
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incorporate such techniques by default, making them better equipped to handle 
complex multi-step tasks that involve sequential reasoning or planning.*  

4. Memory: AI companies are experimenting with increasing LLMs’ memory 
capabilities by either increasing the amount of information in their context 
window (the total amount of input text and output that an LLM can process 
while in use) or incorporating offline memory stores in order to improve their 
episodic memory. While greater memory capabilities could make future AI 
systems more personalized and easier to continually update, personalization 
also introduces greater privacy risks. AI systems with longer-term memory are 
also more likely to change their behavior over time, complicating efforts to 
evaluate them for safety or security concerns.  

5. Interaction: Interaction between frontier AI systems is highly likely to produce 
unpredictable emergent behaviors. For example, in one experiment, researchers 
observed that a virtual world populated by generative agents produced 
believable individual and emergent social interactions.4 This may help advance 
research related to collective intelligence or the modeling of complex systems, 
but interaction between systems deployed in the real world is likely to create 
privacy risks and unforeseen coordination problems that will be novel to human 
observers.  

Implications 

Each of these extensions of current AI systems would bring many advantages, but 
each would also have downsides. For instance, deeper reasoning and planning may 
make models more useful and more transparent (in the sense of being able to explain 
their reasoning), but would also mean that models could more effectively execute 
dangerous or undesirable actions, such as deceiving or manipulating human 
interlocutors. Several participants agreed that of the five points, tool use is the most 
concerning near-term capability because of the wide array of potential actions it 
enables, as well as the potentially high stakes and unpredictable outcomes of those 
actions. Researchers and engineers are already experimenting with setups that allow 
LLMs to use software interfaces that enable them to take actions in both the digital 

 

* Here, we describe how the technology may develop within the current paradigm. It may be the case 
that to achieve generalized i.e. “out of domain” causal reasoning, new deep learning architectures or 
other computing paradigms are required beyond the existing transformer architecture. This in turn may 
require new testing and evaluation mechanisms. 
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and physical worlds, transforming them from passive generators to active agents.5 As 
these interfaces increase, tool use will introduce new risks because there are 
significantly more points of vulnerability to attack.6 

Multimodality, memory, and interaction also present new threats that are equally 
difficult to predict, such as coordination problems that may arise between AI agents 
acting independently. Mixing and matching these capabilities may further complicate 
the risk calculus; for instance, an AI model that combines multimodality with increased 
memory could pose a significantly greater privacy risk than a model with only one of 
those capabilities. Furthermore, each of these new capabilities also makes the AI 
systems themselves vulnerable to new forms of attack. A model that takes multimodal 
inputs, for example, is vulnerable to being jailbroken or exploited in more ways than a 
model that only accepts text inputs.7  

As these augmentations are developed further and rolled out more widely, it will 
become more important—and more difficult—to distinguish between the capabilities 
and risks of the AI models in isolation, and the capabilities and risks associated with 
the environments in which they operate or the ways in which they might be exploited 
by malicious actors. This distinction can cut both ways. Model capabilities that may 
seem concerning may in fact be harmless—for instance, if a model produces 
instructions on how to create a chemical weapon, but the necessary reagents are 
strictly controlled. On the other hand, ways in which a model may seem too limited to 
cause harm may be misleading—for instance, if a model’s context window is too short 
to develop and carry out a mass spearphishing attack in one go, but tool use and 
memory allow the model to call external programming libraries, save files to refer back 
to later, and so on. Conflating model-only capabilities and real-world risks makes it 
more difficult to identify and respond to the risks at hand. 

Potential Concerns and Indicators 

AI systems already cause significant harm.8 Beyond these existing issues, researchers 
developing or scrutinizing the latest general-purpose AI models have raised concerns 
about a range of ways in which models at or just beyond the current AI frontier could 
potentially cause severe harm at a societal scale. Several organizations have begun to 
perform so-called “dangerous capability evaluations” of frontier AI models, including 
some of the AI companies themselves.9 Dangerous capabilities currently being tested 
for or actively under consideration include:  

• autonomous replication (a model’s ability to acquire resources, create copies of 
itself, and adapt to novel challenges);10  
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• knowledge about chemical, biological, radiological, or nuclear weapon 
production;  

• capacity to carry out offensive cyber operations;  
• the ability to manipulate, persuade, or deceive human observers; advanced 

cognitive capabilities such as long-term planning and error correction; and, 
• understanding of their own development, testing, and deployment (sometimes 

called situational awareness).11  

While these evaluations are useful for assessing risk, they are only one part of a more 
comprehensive risk assessment which includes advanced threat actor modeling, red 
teaming, gathering real-world threat intelligence, and post-deployment monitoring.  

This state of affairs—with commercial AI companies developing systems with 
potentially dangerous capabilities that they themselves can only test for after the 
systems are built—poses a challenge for policymakers. By necessity, the concerns 
being raised are speculative, since they relate to the development of novel capabilities 
that have only been observed in primitive forms. However, waiting to take action until 
it is definitively proved that AI systems do have the contemplated capabilities would 
be irresponsible, given the potential severity of the harm that could result. 

The approach some companies are taking is to enumerate specific dangerous 
capabilities, then develop methods to evaluate whether a given system has those 
capabilities. This approach of identifying and testing for specific capabilities of concern 
has advantages and disadvantages. Two major advantages are that it makes it 
possible to identify specific behaviors that could be tested for in the lab, and that it 
facilitates consensus-building around clearly dangerous possibilities such as those 
listed above.  Limitations of this approach include that testing for an individual 
capability may overlook potential risks from combinations of capabilities, and that it is 
impossible to enumerate all possible risks and concerns—there will always be 
unknown unknowns. In order for capabilities-based evaluations to effectively reduce 
risks, they will need to be designed with reference to a broad range of threats. They 
will also need to balance being sufficiently sensitive to provide early indicators of 
concerning capabilities without overstating risk from rudimentary capabilities.  

While there is some tentative agreement about which dangerous capabilities AI 
systems should be tested for, it is an ongoing challenge to develop specific evaluations 
that keep pace with the rate of AI development. Furthermore, there is no consensus on 
evaluation standards or the capabilities that testers should evaluate. Nor are there 
established reporting mechanisms to share the results of evaluations with other AI 
developers or policymakers.12  
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Several participants noted that cybersecurity best practices are also relevant in 
securing AI systems. Such practices include mechanisms to ensure data confidentiality 
or integrity as well as secure software development practices. Threat emulation 
techniques or red teaming can also help discover vulnerabilities throughout the AI 
development pipeline. Some AI companies are already incorporating these techniques 
in order to increase security, along with other established practices such as real-world 
threat intelligence collection. Cybersecurity measures such as authentication and 
access controls are also already being used to protect against unintended effects 
enabled by plug-ins and greater integration of the models with the internet (i.e. the 
safety concern of “tool use”).13 Participants noted that such measures need to become 
standard practice as AI models become more integrated with other systems and user 
data. Focusing on shoring up the security of today’s AI systems will provide a set of 
actionable steps to address some of the most pressing existing vulnerabilities 
associated with AI, while also laying the groundwork for addressing future harms and 
risks.  

Lessons from cybersecurity may also help improve the evaluations process. Several 
participants noted that rather than there being tension between dangerous capability 
evaluations and cybersecurity best practices, the two areas seem to naturally 
complement each other and could in fact be used to reinforce each other within the AI 
development pipeline. For instance, regulators could require secure software 
development standards for frontier AI systems, or dangerous capability evaluations 
could serve as a trigger for the adoption of increasingly stringent information security 
practices to reduce the chance that a dangerous model is leaked or stolen.  

Finally, it is important to avoid over-indexing on pre-deployment evaluations as a 
shortcut to risk reduction and ensure that the evaluations we do conduct provide early 
warnings of potential threats. While some risks will be evident from the capabilities of 
the models themselves, many more will result from the way those models interact 
with their environments and society at large. Just because a model passes a dangerous 
capability evaluation does not mean that it cannot be harmful or unsafe in other ways, 
be exploited by a malicious threat actor, or that new risks will not emerge. Distributed 
harms are also much more difficult to identify than discrete harms, especially when 
they develop over extended periods of time. Dangerous capability evaluations are 
unlikely to be able to predict diffuse societal harms, such as worsening inequality or 
geopolitical instability, that may also be associated with the adoption of advanced AI. It 
will ultimately be extremely hard to discover many harmful capabilities or detect them 
as they emerge. The challenge of testing for capabilities that may as yet be unknown 
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should not be underestimated; unexpected dangerous capabilities may emerge even in 
instances where effective evaluations for known capabilities have been performed. 

Responsibility for Managing Risk  

Assuming that a consensus is reached about which concerns are likely to cause the 
most risk to national security, who is responsible for managing that risk? Participants 
were divided on the degree to which companies should be liable for risk, whether or 
not existing practices can serve as a template for AI risk management, and the role 
governments should play in the process. 

  

Box 2: The Value—and Limitations—of Learning from Analogies 

Policymakers faced with a new technology frequently reach for analogies that can help 
them make sense of the unfamiliar. Recent hearings on AI by the Senate Judiciary 
Committee, for instance, have leaned heavily on social media as an analogy for AI.    

Analogies like this can be very helpful as a way to learn lessons from previous issues, 
and can also provide templates for policy interventions that can be adapted rather than 
starting from scratch. For example, roundtable participants discussed the government-
led cybersecurity vulnerabilities and equities process (VEP), which provides an incentive 
to companies to disclose cyber vulnerabilities by removing the risk of liability to those 
companies. This is an interesting example of a voluntary, but powerful, way to manage 
risks that could perhaps be adapted for AI.  

No analogy is perfect, however. A VEP-like process, for instance, would be difficult to 
apply directly to AI because AI vulnerabilities are frequently difficult to fix even in 
principle. Policymakers should seek opportunities to port lessons over from other 
technologies, but should also be clear-eyed about the ways in which new problems do, 
sometimes, need new solutions. 
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Key Variables for AI Risk Management 

Participants identified two key variables that should be considered when determining 
who should manage risk. The first is time, or how much notice relevant parties would 
have about when a dangerous capability might emerge. Two separate timelines are 
relevant:  

1) when a capability is first detected; and, 
2) when it actually causes significant harm.  

Companies developing AI systems should work towards being able to detect 
potentially dangerous capabilities—and notify regulators—as early as possible in order 
to maximize the time between these two points. At present, governments might not be 
able to respond rapidly if given short notice of the emergence of a dangerous 
capability. Government and industry should collaborate to establish emergency 
response protocols such that each party can effectively respond to concerning 
developments. 

The second relevant variable is the level of expertise and knowledge required to 
mitigate the harm. This is expected to be highly context-dependent. Participants noted 
that there are some instances in which much of the relevant expertise and knowledge 
for risk management is highly concentrated in government; for example, in areas such 
as cyber offense and biological or nuclear weapons. By contrast, however, government 
has very little visibility into or expertise in risks from unforeseen autonomous behavior 
by advanced AI systems. The valuable role of government will be the incentive 
structures, both positive and negative, that it establishes. This also highlights the 
importance of distinct roles and responsibilities for industry, government, and third 
parties, such as independent auditing organizations. In scenarios where these roles and 
responsibilities collapse, it will be harder to maintain accountability.  

One possible short-term response could be advocating for the development of crisis 
management plans for potential AI accidents or incidents in which an AI system causes 
severe unintended harm. For instance, the U.K. national risk register assesses various 
risk scenarios based on impact criteria such as fatalities, economic impact, public 
perception, and international relations. 14  While the bar for severity for inclusion in the 
register is quite high, there may be some value in formally recognizing certain AI risks 
as national risks. Another option is to conduct tabletop exercises with government and 
industry officials that examine possible high-impact scenarios, delineate roles and 
responsibilities for actors in a crisis, and recommend potential crisis response actions 
by relevant actors.  
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Several participants agreed that the status quo places too much of the responsibility 
for managing risk on industry. Striving to ensure that government can play an active 
role in risk management would not only resist the centralization of power in a small 
number of well-resourced firms, but also encourage the development of knowledge 
and expertise in government or other oversight bodies. Governments should build the 
capacity to perform independent safety testing and risk assessments and consider 
mandating companies to report the results of their internal risk assessments, 
capabilities, and limitations similar to the recent voluntary measures announced in the 
United States.15 Threat intelligence sharing between AI companies and governments 
could also facilitate active communication and signal the emergence of adversarial 
exploitation of AI systems. In addition, third-party testing and auditing organizations 
likely have a role to play here. 

Finally, while capability evaluations are a valuable tool for managing risk, they are only 
valuable to the extent that AI companies are able to articulate how they will respond 
in the event that evaluations trigger an internal tripwire. Companies should have on-
the-shelf policies (sometimes called “responsible scaling policies” or “safe 
development policies”) that describe internal and external reporting requirements and 
other safety protocols that are activated if a dangerous capability is discovered. Such a 
policy should clearly state what capabilities will be tested for, when evaluations will 
be run (ideally including during the training process as well as prior to deployment), 
and the circumstances under which it would no longer be safe to continue advancing 
the state of the art of an organization’s AI system. 

Levers to Manage Risk 

Policy levers to manage risk from frontier AI models can be grouped into three 
categories by their respective goals:  

1) creating visibility and understanding,  
2) defining best practices, and; 
3) incentivizing and enforcing certain behaviors.  

There are different intervention points across the AI lifecycle, and different risks can 
arise at different points.
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Table 1. Categorizing Policy Levers along Various Stages of the AI Development Lifecycle.16 

Source: Centre for Emerging Technology and Security  

  AI Development Lifecycle Stage 

  Model development Initial deployment 
and proliferation 

Deployment in 
narrow contexts 

Broader societal 
impacts 

Po
lic

y 
Le

ve
r 

Visibility and under-
standing 

Pre-training disclosure Pre-deployment 
disclosure 

Incident sharing Measuring and 
forecasting societal 
impacts 

Defining best 
practices 

Risk assessment 
guidelines, 
evaluations, and 
standards for 
developers 

Deployment decisions 
informed by risk 
assessments 

Sector-specific 
guidelines, e.g. 
assurance 
requirements for AI in 
high-stakes contexts 

Guidelines for ongoing 
monitoring and risk 
assessment 

Incentives and 
enforcement 

Public funding for 
safety research  
Licensing and/or 
liability for 
development 

Licensing and/or 
liability for deployment 
Export controls 
Open source 
restrictions 

Domain-specific 
regulation 
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Many participants were interested in exploring incentives for private-sector actors to 
reduce risk, particularly incentives to test and evaluate their frontier AI systems and to 
report dangerous capabilities to oversight bodies. Some ideas included leveraging 
government procurement requirements, establishing industry certifications for frontier 
AI systems, and loosening liability in exchange for transparency.  

Another set of potential levers center on standardizing tests and evaluation processes 
during the AI development pipeline. A hypothetical timeline might involve AI 
companies adopting voluntary standards to publish information about their testing, 
evaluation, and forecasting procedures; governments requiring specific kinds of testing 
once companies coalesce around a set of shared standards; and policymakers 
establishing a liability framework based on these relationships over time that actually 
imposes costs on private sector actors who fail to meet the government requirements. 
For instance, the incorporation of model cards, a type of documentation that provides 
details about a specific AI model’s intended use case, training data, performance and 
evaluation metrics, and other attributes, has become best practice within the AI 
development community along with similar documentation formats for various 
datasets. 17 Incorporating “testing cards” into the development workflow could be the 
first step toward the widespread adoption of dangerous capability evaluations.  

Lack of consensus among relevant stakeholders is a consistent theme that hinders the 
identification of feasible policy levers. However, this lack of consensus suggests a 
larger role for government bodies and standard-setting agencies. For instance, 
participants generally agreed that it is more feasible for governments or oversight 
bodies to mandate some form of transparency around testing policies and procedures 
than it is for them to delineate exactly what those testing policies should be.  
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Conclusion 

Overall, roundtable participants strongly agreed on the need to prepare for the 
capabilities and risks associated with frontier AI models now. Although there is a great 
deal of uncertainty, there is also a pressing need to build expertise and begin 
developing a consensus among relevant stakeholders. Key takeaways from the 
discussion include:  

AI capabilities are evolving quickly and pose novel—and likely significant—risks.  

● These advancements also pose novel policy and governance challenges, since 
risks posed by these models cannot be cleanly segmented and managed 
according to sector or use case. 

● Several foreseeable extensions of existing LLMs—including multimodality, tool 
use, deeper reasoning and planning, memory, and interaction—have the 
potential to significantly expand the risk profile of these systems. Tool use, in 
particular, creates a wide range of new potential risks and vulnerabilities. 

● Potential capabilities of concern include autonomous replication (a model’s 
ability to acquire resources, create copies of itself, and adapt to novel 
challenges); knowledge about chemical, biological, radiological, or nuclear 
weapon production; capacity to carry out offensive cyber operations; the ability 
to manipulate, persuade, or deceive human observers; advanced cognitive 
capabilities such as long-term planning and error correction; and situational 
awareness.  

● While enumerating specific capabilities is useful for the development of 
evaluation methodologies and consensus about risk, it likely may not fully 
capture the risks of deployed AI systems in practice. When evaluations do 
detect dangerous capabilities, this could act as a trigger for reporting 
requirements and additional safety measures, but passing an evaluation should 
not be seen as a guarantee of safety.  

● As AI companies continue to iterate on a set of best practices for identifying 
novel issues with frontier models, it is also critical that developers also dedicate 
appropriate resources to identify and mitigate known harms. 
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Distributing AI-related knowledge and expertise more evenly, especially within 
government, is important for managing risks associated with frontier AI systems.  

● Government’s ability to provide meaningful oversight of risks associated with 
frontier AI development is hindered by the fact that the center of gravity of AI 
expertise and knowledge currently rests in the private sector.  

● In other respects, some types of expertise such as that associated with specific 
national security concerns will be concentrated in government. Technical and 
domain-specific expertise needs to be brought together to ensure the most 
pressing risks are adequately captured in new testing and evaluation 
methodologies. 

There are several concrete policy levers that can help both AI developers and 
governments prepare for risks associated with frontier AI.  

● Transparency and reporting requirements could help create visibility for 
regulators and the public by facilitating access to information about the 
capabilities and potential risks of frontier AI models.  

● Supporting the development of a third-party ecosystem of organizations that 
can test and audit dangerous capabilities and other risks could be a valuable 
way to manage risk, and could have greater flexibility and capacity than if this 
responsibility rests solely with government.  

● Both policymakers and developers should consider the development of crisis 
management plans for AI accidents. Developers should also have clear 
protocols for sharing information with empowered authorities and other AI 
developers if concerning capabilities or threats are discovered.  
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