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Executive Summary 

The concept of artificial intelligence systems that actively pursue goals—known as AI 
“agents”—is not new. But over the last year or two, progress in large language models 
(LLMs) has sparked a wave of excitement among AI developers about the possibility of 
creating sophisticated, general-purpose AI agents in the near future. Startups and 
major technology companies have announced their intent to build and sell AI agents 
that can act as personal assistants, virtual employees, software engineers, and more. 
While current systems remain somewhat rudimentary, they are improving quickly. 
Widespread deployment of highly capable AI agents could have transformative effects 
on society and the economy. This workshop report describes findings from a recent 
CSET-led workshop on the policy implications of increasingly “agentic” AI systems. 

In the absence of a consensus definition of an “agent,” we describe four characteristics 
of increasingly agentic AI systems: they pursue more complex goals in more complex 
environments, exhibiting independent planning and adaptation to directly take 
actions in virtual or real-world environments. These characteristics help to establish 
how, for example, a cyber-offense agent that could autonomously carry out a cyber 
intrusion would be more agentic than a chatbot advising a human hacker. A “CEO-AI” 
that could run a company without human intervention would likewise be more agentic 
than an AI acting as a personal assistant. 

At present, general-purpose LLM-based agents are the subject of significant 
interest among AI developers and investors. These agents consist of an advanced 
LLM (or multimodal model) that uses “scaffolding” software to interface with external 
environments and tools such as a browser or code interpreter. Proof-of-concept 
products that can, for example, write code, order food deliveries, and help manage 
customer relationships are already on the market, and many relevant players believe 
that the coming years will see rapid progress. 

In addition to the many potential benefits that AI agents will likely bring, they may also 
exacerbate a range of existing AI-related issues and even create new challenges. The 
ability of agents to pursue complex goals without human intervention could lead to 
more serious accidents; facilitate misuse by scammers, cybercriminals, and others; and 
create new challenges in allocating responsibility when harms materialize. Existing 
data governance and privacy issues may be heightened by developers’ interest in 
using data to create agents that can be tailored to a specific user or context. If highly 
capable agents reach widespread use, users may become vulnerable to skill fade and 
dependency, agents may collude with one another in undesirable ways, and 
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significant labor impacts could materialize as an increasing range of currently human-
performed tasks become automated. 

To manage these challenges, our workshop participants discussed three categories of 
interventions: 

1. Measurement and evaluation: At present, our ability to assess the capabilities 
and real-world impacts of AI agents is very limited. Developing better 
methodologies to track improvements in the capabilities of AI agents 
themselves, and to collect ecological data about their impacts on the world, 
would make it more feasible to anticipate and adapt to future progress.

2. Technical guardrails: Governance objectives such as visibility, control, 
trustworthiness, as well as security and privacy can be supported by the 
thoughtful design of AI agents and the technical ecosystems around them. 
However, there may be trade-offs between different objectives. For example, 
many mechanisms that would promote visibility into and control over the 
operations of AI agents may be in tension with design choices that would 
prioritize privacy and security.

3. Legal guardrails: Many existing areas of law—including agency law, corporate 
law, contract law, criminal law, tort law, property law, and insurance law—will 
play a role in how the impacts of AI agents are managed. Areas where 
contention may arise when attempting to apply existing legal doctrines include 
questions about the “state of mind” of AI agents, the legal personhood of AI 
agents, how industry standards could be used to evaluate negligence, and how 
existing principal-agent frameworks should apply in situations involving AI 
agents.

While it is far from clear how AI agents will develop, the level of interest and 
investment in this technology from AI developers means that policymakers should 
understand the potential implications and intervention points. For now, valuable steps 
could include improving measurement and evaluation of AI agents’ capabilities and 
impacts, deeper consideration of how technical guardrails can support multiple 
governance objectives, and analysis of how existing legal doctrines may need to be 
adjusted or updated to handle more sophisticated AI agents. 
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Introduction and Scope 

Computer scientists have long sought to build computers that can actively pursue 
goals in the world—commonly referred to as artificial intelligence (AI) “agents.” As 
early as 1950, information theory pioneer Claude Shannon showed how a machine 
could act on the basis of information that it had “learned” and “remembered” by 
building a metal mouse that could use trial and error to find its way through a novel 
maze.1 Basic AI agents that can take actions in constrained, simple environments such 
as board games have existed for decades, and over time the complexity of the 
environments that they can successfully operate in has grown.2  

Recently, significant progress in large language models (LLMs, the type of AI that 
powers ChatGPT and similar systems) has fueled new optimism about the prospects 
for AI agents. Many researchers see the near-term development of highly 
sophisticated, flexible, LLM-based agents that can adaptively pursue complex real-
world goals as a serious possibility.3 The demand for such systems will likely be 
enormous: capable and reliable AI agents could help individual users with work or 
leisure tasks, replace or augment workers in a wide range of industries, and, more 
generally, vastly expand the boundaries of what computers can usefully do. With 
sophisticated agents likely on the horizon and current agent-based products already 
on the market, now is the time for policymakers to begin grappling with the many 
questions they raise. What societal impacts and potential risks do they bring, and what 
guardrails would promote benefits and minimize harms? 

In May 2024, the Center for Security and Emerging Technology (CSET) hosted a 
workshop to explore recent developments in efforts to build AI agents, as well as the 
policy implications if this technology continues to progress. The workshop brought 
together participants from industry, academia, government, and civil society, with 
expertise on AI development, policy, and evaluations, as well as law, cybersecurity, 
and other domains. This workshop report synthesizes the key themes and conclusions 
of the workshop, including participants’ thoughts on what constitutes an AI agent, 
current and future developments in this space, risks that agents introduce, and 
potential tools for harm mitigation.  

What Is an AI Agent? 

There is no consensus on when an AI system should be classified as an “agent.” Rather 
than seeking to draw a single dividing line between systems that are and are not 
agents, this report recommends thinking of a cluster of properties that can be present 
to greater or lesser degrees, which together determine how “agentic” an AI system is 
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and in what ways. This way of describing agents is intended to gesture towards a 
loose category of AI systems being developed in practice, not to provide a definitive 
answer to long-running philosophical debates on what constitutes agency.4 Drawing 
on previous work, we suggest the following characteristics that make an AI system 
more agentic: 5 

● Goal complexity: More agentic systems pursue complex, longer-term goals—or 
even a variety of different goals. Less agentic systems carry out individual, more 
explicitly defined tasks. 

● Environment complexity: More agentic systems can operate effectively in more 
open-ended and complicated settings, where the number of possible states and 
actions available to the agent is larger and the dynamics governing what will 
happen next in the environment are more difficult to model. Less agentic 
systems can operate effectively only in simpler and more predictable settings. 

● Independent planning and adaptation: More agentic systems can generate 
their own plan or pathway to meet the intended goal, adapting as needed to 
changing circumstances. Less agentic systems follow pre-specified step-by-
step instructions. 

● Direct action: More agentic systems take action directly in their environment 
(whether real or virtual). Less agentic systems provide information or 
recommendations for a human user to act on.  

Box 1 illustrates this framework’s characteristics by describing increasingly agentic 
versions of AI systems built for different purposes. Some of the systems described 
already exist; others are—at present—only hypothetical. 
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Box 1: Increasingly Agentic AI Systems in Different Application Areas 

Playing games: Chess → Atari → Starcraft II 

Game-playing AI agents have long been developed and used. On the characteristic 
of direct action, game-playing systems could be considered moderate, since they are 
designed to play autonomously (with no human intervention), but always in 
sandboxed environments that are walled off from the real world. Depending on 
design, they are generally high in independent planning and adaptation since they 
do not follow a fixed, human-specified set of steps to play the game. Goal and 
environment complexity vary significantly depending on the game, though games 
are generally far simpler than real-world environments. 

According to this report’s framework, an AI system that can play Starcraft II—a 
highly sophisticated strategy video game—is more agentic than one that plays 
multiple Atari games (such as Breakout and Space Invaders), which is more agentic 
than a simple chess engine (such as Deep Blue, which beat world champion Garry 
Kasparov in 1997). The primary characteristics that differ between these examples 
are goal and environment complexity: Starcraft II’s freewheeling play is significantly 
more complicated than chess’s 64 squares. 1990s-style chess engines also score 
lower on independent planning and adaptation than Atari- and Starcraft-playing 
agents from the 2010s because their design includes a database of hand-specified 
openings and endgames that reduces the need to adapt on the fly.6 

Cyber offense: Advising user → autonomously winning ‘Capture the Flag’ → 
autonomously carrying out a real intrusion 

Automation of various kinds already plays a major role in cyber operations on both 
the offensive and defensive sides, but so far most of this automation is relatively 
simple. One example of a relatively non-agentic LLM-based system for cyber offense 
would be a chatbot that can advise a human user on how to carry out a hacking task 
(e.g., by generating code snippets or suggesting tactics to try). Such systems (which 
already exist7) would score low on direct action since their effect on the world is 
entirely mediated by what the human user chooses to put into practice. A system 
that could autonomously plan and carry out a full cyber operation in response to a 
high-level instruction from a human operator would be far more agentic, scoring 
highly on all four characteristics of the framework. An intermediate example would 
be a system that could autonomously win a staged Capture the Flag contest,8 where 
both goal and environment complexity would be lower, as would direct action, due 



 Center for Security and Emerging Technology | 7 

to the constrained and simplified nature of a contest setting. 

Corporate assistance: Personal assistant → factory manager → ‘CEO-AI’ 

Startups and big tech companies alike are racing to create AI personal assistants, 
with early prototypes capable of tasks such as ordering food for delivery or emailing 
to inquire about a Craigslist listing.9 Booking a flight or coordinating among meeting 
participants to schedule a time are other commonly listed tasks that a simple 
“personal assistant” agent could carry out. This report’s framework would classify 
such a system as moderately agentic, with relatively high capacity for direct action 
but only moderate independent planning and adaptation, as well as goal 
complexity. The environment complexity would depend on whether the agent was 
constrained to act via structured channels (e.g., a dedicated set of APIs to send 
scheduling emails, book specific services, etc.) or whether it had free access to the 
open internet (perhaps via its user’s internet browser). The latter three 
characteristics would all be higher for, say, an agent that could autonomously 
manage the operation of a stand-alone factory, including setting production 
schedules, managing inventory, and optimizing workflows. Higher still would be a 
CEO-AI that can autonomously run an entire business, from determining the 
company’s key objectives, to allocating resources, to negotiating deals with 
suppliers.10 To succeed at this, an AI system would need to score highly on all four 
characteristics of the framework. 

There may not be a clear boundary between agents whose actions are constrained 
purely to an online environment and those that affect the real world. A bot managing 
the inventory of a store could be limited to internet-based actions, but these could 
include hiring humans via online hiring platforms or ordering physical goods to be 
delivered to a specific location. And even when actions are “purely” digital, they can 
have significant implications for people’s welfare and rights, as any victim of 
cybercrime or online harassment can tell you. The ability to directly affect the real 
world thus does not depend on whether an AI agent is connected to robotic actuators. 
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Technological Trajectories 

The Current State of AI Agents 

A fresh wave of excitement around AI agents kicked off in 2023. In the wake of 
significant progress in LLMs, a handful of scrappy open-source projects with names 
like AutoGPT and BabyAGI came up with ways to build software wrappers around an 
LLM to turn it from a chatbot into an agent. Rather than conversing with a chatbot that 
can advise you on the steps that you might take to accomplish a goal, this kind of agent 
is designed to be given a goal directly (e.g., “Create a pitch deck for a new startup idea 
and send it to five relevant investors”), then generate and execute a plan to achieve     
it––including taking actions like navigating the internet or running code. The agent 
carries on until it either achieves the goal or—far more often—gets stuck. These early 
LLM-based agents have not been practically useful due to high error rates, but they 
were proof of concept for an important point: that the gap between generating text 
and taking actions may be much smaller than previously assumed.  

The basic setup for LLM-based agents of this kind consists of so-called “scaffolding” 
software built around an LLM or multimodal model (we refer to “LLMs” throughout for 
simplicity). This scaffolding is usually a simple piece of software that acts as an 
interface between the model and the external world, automatically generating 
prompts to feed into the model (e.g., instructions to operate a web browser or run 
code) and then converting model outputs into formats that can interact with external 
systems. In this way, the scaffolding allows an LLM to interact with a wide range of 
online tools and services.11 See Figure 1 for a depiction of how one research group 
constructed an agent to test its ability to carry out risky behaviors; in this depiction, the 
LLM API plus scaffolding program comprise the agent. 
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Figure 1: Depiction of an LLM-Plus-Scaffolding Style Agent.* 

 

Source: Adapted from Megan Kinniment et al., “Evaluating Language-Model Agents on Realistic 
Autonomous Tasks,” arXiv preprint arXiv:2312.11671 (2023), https://arxiv.org/abs/2312.11671. 

Given the limitations of these early LLM-based AI agents, it may be natural to wonder 
why computer scientists wishing to build agents wanted to do so atop LLMs, 
especially since LLMs were not designed to be agentic. The reasons are often 
unarticulated. The excitement probably comes from several key capabilities that an 
ideal AI agent would need and that LLMs seem to possess to some degree, such as: 

 

 

* Readers familiar with reinforcement learning will notice that the setup in Figure 1 is compatible with 
the classic RL agent paradigm: an “agent” takes “actions” in an “environment,” and then the results of 
those actions (classically called “state”) are conveyed back to the agent. 

https://arxiv.org/abs/2312.11671
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1. Rich, built-in knowledge of many features of the world.12 

2. The ability to receive, understand, and follow instructions from users in natural 
language. 

3. The ability to formulate plans to achieve open-ended goals.13 

4. Native ability to use modalities of action commonly used by humans when 
conducting business on a computer (e.g., using email or other messaging 
services, browsing the internet,14 or employing scratchpads15). 

LLMs can do these things across many more domains and with greater reliability than 
previous generations of AI systems. This seems to have led many computer scientists 
to believe that, by continuously expanding the range of “actions” LLMs can take, their 
competence at text-based reasoning and writing could be expanded to competence at 
computer-based actions. 

As of mid-2024, many major AI companies are explicitly working on turning their 
chatbots into agents. In competing announcements at their respective May 2024 
developer conferences, Microsoft promised AI tools that “act as independent agents . . .  
with more autonomy and less human intervention,” while Google previewed an agent 
that could work across different apps to autonomously carry out a task like returning a 
pair of shoes—finding the email receipt, filling out an online return form, and 
scheduling a pickup.16 Startups such as Adept, MultiOn, and Lindy have also raised 
hundreds of millions of dollars on the promise of building AI agents that can flexibly 
carry out complex tasks.17  

These agents are still quite limited. Promotional videos show agents performing tasks 
like adding a new lead into Salesforce or ordering a burger on DoorDash. And when 
tested in practice, even these simple tasks can prove too difficult. During the workshop, 
we tested one agent by asking it to reserve a particular book at a particular 
Washington, D.C. library branch; it reserved the wrong book at the wrong branch. (In 
earlier tests, the same agent had once reserved the right book at the wrong branch, 
and once succeeded in reserving the right book at the right branch.) In general, if the 
agent has some chance of failing or getting stuck at each step, then the more steps 
required to carry out a task to completion, the more likely it is that the agent will not 
succeed.18 Given the high chance of failure at each step, AI agents are not particularly 
useful today, and widespread adoption does not seem likely without further advances. 
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Looking Over the Horizon 

Workshop discussions about what to expect in the development and proliferation of AI 
agents highlighted several important uncertainties, including: 

How quickly will the sophistication and usefulness of AI agents improve? Many 
researchers, executives, and startup founders are betting that the current unreliability 
of AI agents is a temporary state of affairs. Several different potential research 
approaches may—separately or together—make agents significantly more capable. 
When it comes to LLM-based agents, recent performance gains have been driven 
primarily by improvements in the underlying LLMs and multimodal models such as 
GPT-4 and Gemini 1.5.19 If the trend continues in which each new generation of these 
underlying models is more advanced than the last, then this will provide increasingly 
powerful underlying “engines” to power AI agents. AI developers are also working to 
improve agent-specific training schemes, scaffolding software, and other infrastructure 
that can be layered on top of LLMs to make better use of the underlying models. In 
parallel, some researchers are also working on new approaches to improve LLMs’ 
reasoning abilities, while others are building general-purpose agents from scratch (i.e., 
not starting with an LLM).20 Views differ on the likelihood of these different avenues 
leading to more capable AI agents in the near term, but the level of investment in AI 
agents by major companies and startups alike indicates that some well-resourced 
actors see it as a serious possibility. 

Will agents be general-purpose or designed for specific use cases? The utility of and 
market demand for general-purpose assistants seem clear, and recent trends have 
suggested that we may continue to see increasingly sophisticated foundation models 
that could enable capable general-purpose agents. However, given current agents’ 
performance limitations, it may be more feasible in the short term to develop more 
narrowly scoped agents that can pursue a more limited set of goals in more 
constrained environments. If this is the case, the first widespread adoption of AI agents 
may instead occur for specific use cases or within sectors. 

Which use cases are most likely to succeed first? If it does turn out that building 
general-purpose agents is less feasible than agents focused on a specific use case, 
what types of focused agents are likely to proliferate? 

Workshop participants noted that it is generally easier to train and fine-tune agent 
behavior in areas—like software engineering21—where it is relatively easy to build 
feedback loops or verification cycles to rapidly generate data about when an agent is 
performing well or poorly. In addition to software engineering, we should expect to see 
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higher adoption rates in other purely software-based domains, such as cybersecurity, 
and use cases with short turnaround cycles, such as customer support (where the 
customer can provide a satisfaction rating after only a few minutes of interaction). In 
contrast to existing chatbots for software engineering and customer support, 
increasingly agentic systems in these domains could go beyond the current paradigm 
of providing responses in a chat window. For software engineering, they might directly 
interact with a codebase or set up web servers and other digital infrastructure. For 
customer support, more agentic systems might have the ability to directly manage 
features of a customer’s account, rather than merely providing advice or escalating to a 
human agent. 

Economic incentives will likely also affect which types of AI agents become 
widespread. One relevant factor is the time, expense, and risk of using AI agents in 
high-regulation environments. Companies may initially prefer employing AI agents in 
lower-regulation environments because it is, presumably, less costly to do so. 
Developers of AI agents will presumably also weigh the potential market size for new 
agents they could offer against the cost of development. This may mean that agents 
purpose-built for major industries become widespread sooner than for other use cases. 

What business model(s) and market structure(s) will predominate? At present, the 
industry for the most advanced LLMs is concentrated among a handful of major 
players, while other parts of the AI industry (e.g., business process automation, 
computer vision, and robotics) are more dispersed. The impacts and governance 
options for AI agents will depend, to a significant extent, on the market for these 
systems. One possibility, if LLM-based agents become widespread, is that a small 
number of LLM companies will sell access to agents developed fully in-house. Another 
is that a two-tiered structure may emerge, where some companies develop advanced 
LLMs and others build agents on top of them. Yet another possible structure, if the 
current leading LLM companies do not maintain a competitive edge over open-source 
options, could be for individuals and companies to use AI agents that are freely 
available. Still other possibilities come into play if future advances in AI agents are not 
based on LLMs at all. Each of these possibilities—or others not enumerated here—
would lead to different distributions of power and governance responsibilities. 
Likewise, the technology itself and associated governance options will look different 
depending on whether consumer subscriptions, enterprise deals, agent-as-a-service 
models, or other business models prevail. 

While it may be impossible to accurately identify the answers to the questions raised 
in this section now, it is worth exploring them and their associated implications, as 
policymakers and other actors can take steps now that will influence the likelihood of 
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different futures. Given recent progress in building more agentic systems, and the time 
and money that incumbents and startups alike are pouring into this technology, we 
should expect AI systems to increasingly move out of contained environments (such as 
games and chatbot windows) and into the real world. 

Opportunities, Risks, and Other Impacts 

Just as there is no clean, sharp distinction between AI “agents” and other kinds of AI 
systems, the benefits and risks posed by AI agents are in many cases continuations of 
those associated with other kinds of AI.22 

The opportunities that progress in AI agents could bring are manifold, from increasing 
the productivity of business operations to empowering individual users. We expect the 
commercial incentives to pursue the development of AI agents to be correspondingly 
strong, and we anticipate that market forces will ensure that AI agents are developed 
to the extent they can be productively used. Workshop discussions therefore focused 
on where there may be a role for intervention by policymakers or other actors to 
manage potential downsides and market failures. What follows should not be viewed 
as reflecting participants’ views on the balance of benefits and risks associated with AI 
agents. 

In addition to existing challenges raised by AI, agents’ characteristics—including their 
ability to act without human intervention and the potential to build personal 
relationships with their users—introduce new potential vectors of harm. An illustrative 
rather than exhaustive list of concerns that are likely to emerge or intensify with the 
increasing use of AI agents includes: 

● Accidents. Any system that contains complex interactions between subsystems 
or interacts in complex ways with external systems—as any sophisticated AI 
agent would—is vulnerable to unintended failure.23 This challenge is intensified 
by the fact that most of today’s most advanced AI systems, including existing AI 
agents, are built using a type of machine learning called deep learning. Experts 
struggle to fully understand and control the behavior of deep learning systems, 
which are composed of enormous numbers of learned statistical parameters 
rather than hand-programmed rules.24 These challenges will likely carry over to 
deep learning-based agents. This means, for instance, that developers could 
have limited ability to guarantee that an agent will act in a certain way, and if an 
agent does go off the rails, the developer may have limited ability to explain 
why it did so.25 The greater the extent to which an agent interacts in complex 
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ways with other systems—financial transactions, internal company processes, 
etc.—the greater the surface area for potential failures. 

● Misuse. Malicious actors use existing AI tools to cause harm in many different 
ways, from generating nonconsensual sexual imagery, to scamming victims into 
making money transfers, to using AI tools to aid cyberattacks. The ability of 
agents to automate previously human-driven schemes could significantly lower 
the barriers to, and increase the scale of, harmful activities. For example, the 
development of more advanced AI agents could enable less technically skilled 
actors to conduct cyberattacks or allow more sophisticated actors to find and 
exploit vulnerabilities autonomously—reducing the already narrow window that 
defenders have to react to an intrusion.26 

● Allocation of responsibility. How to allocate responsibility and legal liability 
among different actors in the AI value chain is already a contentious question, 
and the development of AI agents that flexibly pursue complex goals in open-
ended settings adds a new twist. It may seem intuitively appealing to treat the 
agent itself as responsible for harm caused, especially when there is something 
uncomfortable about holding another entity responsible––say, if the agent 
causes harm by pursuing a user-specified goal in a way that the user could not 
anticipate. The legal questions implicated here are complex, and we explore 
them further in the next section. 

● Data governance and privacy. Most modern AI systems are trained on vast 
datasets. Existing AI systems for ad targeting, credit scoring, and other purposes 
often draw on personal data that was collected, repurposed, and sold without 
users’ knowledge or understanding.27 Widespread, personalized AI assistants 
would likely collect and store additional data on each user—both because that 
would make them more useful and because that data could be monetized.28 
Much of this data would likely be similarly private and personal to a user’s 
search engine history. Plausibly, it could include even more sensitive data if the 
AI agent is designed to foster a trusting one-on-one relationship with a specific 
user that relies on retaining a long interaction history (making users less likely to 
clear old data) and taking action on potentially sensitive or confidential 
information on the users’ behalf. Where and how this data is stored (e.g., on-
device versus in the cloud) will have significant implications for who can access 
the data. If the company behind the agent has access to this data under its 
terms and conditions of use, then the data will likely also be available to law 
enforcement (if requested pursuant to a warrant), hackers (if they infiltrate the 
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company’s servers), or anyone with the interest and ability to purchase it (if the 
company retains the right to resell the data).29 

● Skill fade, dependency and vulnerability. As users lose or lack experience with 
accomplishing certain tasks, they may grow increasingly dependent on AI 
agents. And, to the extent that AI agents are designed to have a user build an 
ongoing relationship with a specific agent, users may become dependent on 
them to a much greater degree than on more generic AI tools.30 Dependency, in 
turn, makes users more vulnerable to their agents—and thereby to the 
companies providing them. Many online experiences are already designed to 
induce users to do things they would prefer not to if fully informed, such as 
signing up for subscriptions or sharing data.31 Widespread use of AI agents that 
users feel a personal connection to could radically expand the possibilities for 
how users can be manipulated and make this influence harder to detect, as it 
would likely be occurring in private user-agent interactions rather than on public 
websites. 

● Collusion. The issue of “algorithmic price fixing,” in which simple automated 
systems interact in a way that leads to illegal collusion, has recently garnered 
attention from the U.S. Department of Justice, the Federal Trade Commission, 
and foreign governments.32 This form of automated collusion is quite basic, but 
the widespread use of sophisticated AI agents could expand the range of 
collusive behaviors that could occur, especially if agents can communicate and 
coordinate with one another in ways that are not easily observable to humans. 

● Labor impacts. The widespread availability of AI agents could lead to a glut of 
inexpensive labor, capable of handling many tasks of low-to-medium 
complexity. This would likely have a wide range of disruptive and unpredictable 
effects on society, the workforce, and the economy. In particular, an abundance 
of agent labor may enable the scaling of small tasks or operations beyond what 
was previously feasible due to cost or labor constraints. This could unlock 
enormous potential for good (e.g., scaling scientific experiments) or bad (e.g., 
expanding scam or misinformation campaigns), and in either case could lead to 
the displacement or elimination of large numbers of jobs. 
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Guardrails and Intervention Points 

The rise of AI agents raises multiple thorny questions for policymakers and regulators 
that are compounded by the uncertainty about whether, how, and when AI agents will 
proliferate. Technical, legal, and other guardrails will play a critical role in helping to 
manage these issues.  

It is valuable to ground any consideration of guardrails or interventions by first 
identifying the governance objectives that the guardrails are intended to serve. 
Developing and prioritizing a complete framework of governance objectives would go 
beyond the scope of the workshop, but potentially valuable objectives we identified 
include supporting innovation, visibility, control, trustworthiness, and security and 
privacy. The bulk of this section explores some options for how technical and legal 
guardrails can further some of these objectives. Before discussing those options, we 
briefly outline how the limitations of current methods for assessing AI agents 
exacerbate the challenges in question. 

Evaluating Agents and Their Impacts 

Given the level of uncertainty about how quickly the sophistication and usage of AI 
agents will grow, workshop participants shared an interest in improving methods for 
evaluating agent performance. Being able to measure and monitor how well agents 
perform in different settings over time would make it far easier to track and anticipate 
progress, and thereby to prepare for the potential impacts of AI agents. 

This motivation to improve evaluation techniques for AI agents echoes the widely 
recognized importance—and difficulty—of measuring the performance of general-
purpose AI systems.33 The U.S. and UK governments are dedicating significant 
resources to improving the science of evaluating AI models via their respective AI 
Safety Institutes, in addition to efforts underway within tech companies, civil society 
organizations, and elsewhere to develop more effective and scientific evaluation 
techniques.34 

Unfortunately, agents again add new challenges to an already formidable task.35 For 
instance, many existing and anticipated evaluations focus primarily on evaluating the 
outputs from a standalone model. The appropriateness of this approach is already 
debated for non-agentic systems.36 For AI agents, which are distinguished by their 
autonomous interactions with an external environment, model-focused evaluations are 
insufficient. Without more sophisticated testing environments that include factors like 
interaction with other systems, the primary means by which the risks and capabilities 
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of these systems will be discovered will be from their actions in the real world. If 
something goes wrong, it will go wrong without the safety net of a simulated 
environment.  

A separate approach that could complement efforts to directly evaluate AI agents 
would be to gather ecosystem-level data on agents’ impacts. This idea is akin to how 
ecological monitoring for environmental pollutants can complement manufacturers’ 
obligations to measure and manage the chemicals released from their plants. 
Examples of measures that could be collected to shed light on the adoption and 
impacts of AI agents include data on: 

● Labor impacts (e.g., layoffs or workforce reductions in sectors considered 
vulnerable to automation by AI agents). 

● Adoption rates of AI agents (e.g., via surveys of individual consumers or 
business users). 

● Agent actions as a proportion of web traffic, to the extent that agent behavior 
online can be distinguished from human behavior. 

● Use cases and usage volume of AI agents (if provided in aggregated, 
anonymized form by AI developers). 

● The degree to which AI companies are using AI agents to automate research 
and development internally (given that this is seen as one especially disruptive 
way AI agents might be applied).37 

Benchmarks, which are sets of tests that are commonly used to evaluate and compare 
the performance of different AI models, could serve as an important tool in tracking 
progress as well as incentivizing development towards the goals outlined in the 
previous section. As benchmark scores are typically publicly available, leaderboards 
provide an incentive for developers to create models that score highly according to the 
benchmark tests. While sometimes criticized for pushing developers to tune their 
model specifically to these tests at the expense of other goals, the development of 
robust benchmarks that align with the desired properties of AI agents could be used as 
an effective goal-setting tool. 

Technical Guardrails 

Workshop participants discussed how the design of agents themselves—and the 
technical systems around them—can minimize harm and support positive uses.  



 Center for Security and Emerging Technology | 18 

Simplifying somewhat, we could consider three layers at which technical guardrails 
could be implemented: the model, system, and ecosystem layers. The model layer, 
which is primarily relevant for LLM-based agents, contains the underlying statistical 
model(s) (e.g., GPT-4 or Gemini 1.5) that could be considered the “engine” powering 
an AI agent. The system layer includes the model(s) as well as scaffolding and other 
components built around the model that enable it to interact with users and external 
tools, dictate what kinds of actions it can and cannot take, keep records of its 
interactions, and so forth.38 The ecosystem is the broader space that AI agents are 
interacting with (e.g., payment processing infrastructure, social media platforms, etc.). 

Workshop discussions focused primarily on system- and ecosystem-level guardrails. 
The ecosystem level is especially interesting to consider as it is not primarily shaped by 
those building and selling AI agents. By contrast, model-level interventions to improve 
the safety of LLMs have received substantial attention elsewhere, and so far appear to 
only be able to reduce undesirable behavior rather than preclude certain actions 
altogether. 

We explore several options for how technical guardrails could support the 
aforementioned governance objectives and the trade-offs that arise between 
objectives. This discussion is intended as a starting point, not a definitive account, and 
we welcome future work on how to select, prioritize, and implement governance 
objectives. 

Visibility refers to the ability to access information about “where, why, how, and by 
whom certain AI agents are used”39 and is a prerequisite for being able to manage a 
wide range of risks from AI agents. Without visibility into AI agents, when something 
goes wrong, it will be difficult or impossible to determine what happened, who should 
be held responsible, or how to prevent it in the future.40 

Technical guardrails that could increase visibility include: 

● Identification requirements. A simple version of agent identification would be 
to require agents to proactively identify themselves as AI systems (rather than 
permitting them to impersonate humans). A more comprehensive approach 
could be to attach a unique identifier to each agent, which could perhaps be 
connected to documentation about that specific agent (e.g., a model or system 
card,41 information about the agent’s creator and/or operator, capabilities, 
purpose, etc.).42 Unique identifiers would allow for more comprehensive tracking 
but also would raise additional concerns, including privacy issues (discussed 
further below) and practical questions (such as what counts as a “unique” agent, 
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which will likely depend on the business model and usage patterns of the 
product in question). In the absence of regulatory requirements, standards for 
agent identification will likely be shaped by what the tools and systems that 
agents interact with require for access. Therefore, industry and protocol 
standards within the ecosystem are likely to play an important role in shaping 
visibility requirements. 

● Real-time monitoring. A significant concern with agents is their potential to 
have real-world impacts. Several recent research papers have proposed setting 
up monitoring systems that can track the activity of agents in real time and 
either intervene or raise the alarm if they detect certain behaviors of interest 
(e.g., usage policy violations, financial transactions above a certain level, 
unusually high compute usage, etc.).43 Any monitoring approach would likely 
need to be automated, given the speed at which AI agents operate and the 
potential for large numbers of agents to run simultaneously. This could even 
extend to using AI-based systems to monitor AI agents, mirroring the common 
practice today of using AI to monitor AI, though this approach makes the 
monitoring system more complex and opaque.44  

● Activity logs. A different, perhaps complementary approach to real-time 
monitoring is to log agent activity so that it can be examined later, to enable 
post-hoc incident analysis, auditing, and similar uses. These logs could be 
collected by the entity deploying the agent or by third-party actors whose tools 
the agent interacts with. A crucial question is who gets access to logged data 
and under what circumstances. Companies selling access to AI agents are likely 
to log some amount of information about agent activity in order to give their 
customers a better, more personalized experience. Storing this data may be 
helpful for the governance objective of visibility, but it also creates privacy and 
security concerns, which we explore further below. 

Control over how AI agents behave is needed to ensure that the actions that they take 
are safe and appropriate. Current approaches to controlling deep learning systems, 
including the LLMs that underlie many promising AI agents, are quite limited due to the 
models’ complexity and opacity and to the vast range of potential problems that must 
be addressed.45 The question of how to build technical guardrails that enable control is 
separate from the question of who—users, developers, regulators, etc.—should be 
exercising control. The latter question warrants in-depth consideration, but is beyond 
the scope of this section. 

Technical guardrails that could increase control include: 
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● Interruptibility. If agents begin to take undesirable actions, the user and/or 
provider needs a way to halt them in a seamless manner. Depending on the 
situation, this may be straightforward, or it may require the agent to end its 
action in a particular way to avoid causing harm. This may involve reverting to a 
previous state, entering a default or fail-safe mode, or prompting further user 
intervention. 

● Reversibility. The existence of an “undo” button makes it far lower stakes to 
make a mistake—which is likely why it is near-ubiquitous in modern software 
applications. While many actions that an agent can take may not be equally 
reversible, incorporating this functionality where possible would be valuable. 
Building agents that can foresee the reversibility or irreversibility of their actions 
is also useful, as this capability would allow them to identify higher- and lower-
stakes decisions and modulate their behavior accordingly, such as by requesting 
human review or authorization.46  

● Real-time monitoring (described above). Monitoring setups would help keep AI 
agents under control by preventing or calling attention to undesirable actions. 

● Access control. Requiring agents to provide authentication credentials and 
proof of authorization for certain kinds of actions would help to ensure that 
agents are acting appropriately on behalf of their users. This would verify that 
the agent is what it claims, is acting on the behalf of the person it says it is, and 
has been delegated the proper authority to take a specific action on behalf of 
that person. In addition, authentication would facilitate identification and 
visibility, discussed earlier, as many existing authentication schemes (e.g., 
logging into an online bank account) already involve some amount of monitoring 
and logging. At a minimum, AI agents could use a person’s credentials to log 
into online services and be subjected to the same tracking and authorization 
restrictions as the human user. However, widespread agent adoption would 
also provide an opportunity to deploy more secure access control methods, like 
those based on Public Key Infrastructure, that humans often find challenging to 
use but could be leveraged more easily by an AI agent.47 Perhaps this type of 
authentication could be expanded to cover a wider range of activity by agents. 

Trustworthiness of AI agents reflects the expectation that an agent will act in 
alignment with user intent. While many of the other technical guardrails discussed in 
this section contribute to establishing trust, several others are worth highlighting. 
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● Human-in-the-loop. Feedback mechanisms that provide users with information 
on what actions an agent is taking and enable opportunities for the user to 
verify or change those actions are often cited as a means of maintaining 
alignment between agent and user intent. For a human monitor to be effective, 
the information provided by the agent must be timely, understandable, and 
actionable, and the human must be empowered to intervene.48 

● Explainability. While the “black box” problem remains a difficult, unsolved 
challenge for machine learning systems, efforts to make agent’s actions and 
rationale available in a way that users can understand is important. Progress in 
interpretability research could be helpful in this regard, as could AI agent design 
choices that expose relevant inner workings to the user.  

● Integration testing. AI agents primarily interact with the outside world through 
the use of external tools. Conducting integration testing of the agent working 
with those tools in a realistic environment will therefore help to uncover 
unintended or unexpected behaviors that can arise from the interaction of 
multiple complex systems.  

The security and privacy of the agent’s operations and associated user data must be 
safeguarded from a range of potential threats. These threats include the misuse of 
sensitive information by the actors involved in developing and running the agent, as 
well as hijacking of the agent’s actions or exfiltration of data by malicious actors.  

Technical guardrails that could support security and privacy include: 

● Secure Coding Practices. Practices for secure software development should be 
employed when creating agents. These include securing the agent’s deployment 
environment, monitoring and protecting the agent’s security during use, and 
ensuring regular updates and patches.49  

● Adversarial Testing. Agents should be tested to make them more robust to 
jailbreaks and other adversarial input. This includes input received from the user 
providing the agent with instructions, input from the environment that the agent 
can collect itself, and input from external actors that an agent may interact with. 

● Access Control. Enforcement of proper authentication and authorization also 
applies to users providing instructions to the agent. Agents should only take 
action based on instructions from valid users. In cases where an agent may 
accept external instructions, the agent should validate those inputs with the 
user before acting upon them. Just like many other software systems, 
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permissions to execute certain actions or access certain capabilities should be 
dependent upon a user's privileges. Agents will need to enforce those 
permissions and prevent privilege escalation. 

● Data Minimization. Many LLM providers offer “no retention” options for 
enterprise clients, meaning that prompts and model responses are not retained 
on the providers’ servers.50 Others, such as Apple, emphasize that user data is 
stored primarily on the user’s device, meaning that the provider cannot access it. 
The kinds of data storage that are practical for agents will depend, to some 
extent, on the design and intended usage of the agent; for instance, if the agent 
is intended to become familiar with a specific user, their preferences, and their 
use cases, then data capturing that will need to be stored somewhere. But there 
will likely be a range of options for how to implement any given design, some 
more privacy-protecting than others. 

● Encryption. Data used or retained by the agent should be encrypted to protect 
user privacy. In addition, sensitive components of the agent itself, like the model 
weights, should be similarly protected. Where computationally feasible, the 
processing of sensitive information or critical functions should be conducted in 
trusted execution environments. 

In some cases, trade-offs arise between different goals. Enabling visibility into, and 
control of, how an agent functions to anyone other than the user may infringe on the 
security and privacy of that user’s interactions with the agent, though the extent of this 
infringement depends on implementation. For example, many online platforms analyze 
photos shared by their users in order to compare a cryptographic hash of each photo 
with a database of hashes of known child pornography images. This approach allows 
such material to be detected without needing to examine the content of images 
directly, but it does require the platforms to have access to unencrypted versions of the 
user images.51 Online platforms are also generally required to share sensitive user 
data, including private conversations, with law enforcement under certain 
circumstances.52 In addition, security measures such as adversarial training and 
privacy-preserving practices like data minimization are likely to have direct trade-offs 
with performance by limiting the ability of the model or reducing the data available for 
adaptability. Measures that help to build trust, like human-in-the-loop methods, may 
reduce the effectiveness, or at the very least the utility, of an agent intended to 
accomplish tasks independently.  

Decisions around which technical guardrails to implement for AI agents will likely have 
both commonalities with, and differences from, decisions for existing online systems. 
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Additional research and creative thinking will be required to determine which 
governance objectives to prioritize and how to make trade-offs between them, and to 
inform decisions about which technical guardrails can and should be implemented. In 
particular, further work could examine what kinds of information should be tracked and 
logged, as well as who should have access to it and under what circumstances. 

AI Agents and the Law 

A wide range of existing areas of law could be relevant to managing the impacts of AI 
agents, even in the absence of new legislation or regulation.53 Among the workshop 
participants were several legal scholars who led a discussion on how the law is likely 
to apply to AI agents (a “descriptive” view) and how we might hope it should apply or 
be adapted (a “normative” view). The legal issues are numerous and complicated; here 
we present a brief summary of some key topics in the hope that it helps orient readers 
without deep legal expertise. 

First, many current laws can already be applied to AI agents. For example, the Federal 
Trade Commission has stated that “there is no AI exemption” to existing laws on civil 
rights, fair competition, consumer protection, and the like.54 Similarly, AI agents 
deployed in highly regulated sectors such as healthcare or finance will also be subject 
to the regulations already applicable in those sectors. More broadly, other areas of 
law—including agency law, corporate law, contract law, criminal law, tort law, 
property law, and insurance law—will play an important role in how cases involving 
agentic systems are decided. 

However, even when a legal subject clearly governs a question, certain application 
details may need to be worked out. For example, who should be liable when an AI 
agent causes harm? If an actor intentionally employs an agent to cause harm, criminal 
law may be implicated. Meanwhile, tort law will be relevant for both intentional and 
unintended acts, but it is not yet clear what standard should be applied in different 
scenarios.55 In simplified terms, three major standards can be used to impose liability 
under U.S. tort law: 

● Negligence is the most common tort law standard. Usually, someone is judged 
to be negligent if they had a duty to act, did not exercise a reasonable level of 
care, and that lack of care caused an injury. A jury will usually evaluate what 
constitutes “reasonable care” in light of the specific circumstances of a given 
case. Doctors and lawyers, in contrast, are evaluated under a “professional care” 
standard—the decision will still go to a jury, but the profession sets the bar for 
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what constitutes reasonable care, and the jury evaluates if the defendant’s 
actions met that standard. 

● Strict liability means that a party can be held liable for causing harm, 
regardless of whether they behaved reasonably or not. Strict liability primarily 
applies to “abnormally dangerous activities” that have a risk of causing harm 
regardless of how much care is taken (such as using explosives or owning wild 
animals).56  

● Product liability applies when a commercial seller sells a product that was 
defective at the time of sale and the defect causes an injury. Simplifying 
somewhat, it blends elements of negligence and strict liability, depending on 
how the product caused harm. If the harm is caused by a manufacturing defect, 
it is more akin to strict liability; if harm is caused by a design or informational 
defect, it is more akin to negligence. Notably, cases involving product liability in 
the software industry—perhaps the most obvious comparable to the AI 
industry—have generally not held software companies liable for harm to users, 
although there are indications this could be changing.57  

A harmed entity might simultaneously bring negligence, strict liability, and product 
liability claims for the same set of actions. As courts evaluate claims involving harms 
caused by agentic systems, they will set important precedents that will influence the 
likelihood of the success of future claims. For example, courts might find that certain 
types of negligence claims should be governed by the reasonable care rather than the 
professional care standard, which might open up parent companies to greater liability 
risks.58 

Another highly relevant area is agency law, which deals with situations where one 
party (an agent) has the authority to act on behalf of another (a principal), and where 
liability for the agent's acts may in some cases transfer to the principal (“vicarious 
liability”).59 Typical situations in which agency law can be applied include an employee 
acting on behalf of their boss or a broker on behalf of a client. Some legal scholars 
(including one of this report’s authors) have suggested that this kind of relationship is 
an apt metaphor for the relationship between AI systems (including AI agents) and 
their users, and that agency law is, therefore, an appropriate tool to manage AI-caused 
harm.60 Other scholars (including another of this report’s authors) have expressed 
reservations.61  

Among other things, agency law covers questions of how and when a principal should 
be liable for the actions of their agent, meaning that it overlaps with the tort liability 
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considerations described above. If AI agents are determined to be part of a principal-
agent relationship in the traditional sense of agency law, then these existing liability 
precedents could carry over, potentially leading to a human principal being held 
vicariously liable for an AI agent.  

Against the backdrop of these existing legal frameworks, workshop participants 
discussed relevant considerations for AI agents, including: 

● State of mind. Many legal standards are based on the state of mind of one or 
more parties involved. This applies not only when criminal cases require mens 
rea (a “guilty mind”), but also in imposing tort liability, where the defendant’s 
knowledge of wrongdoing can affect whether they are ultimately held liable. 
Determinations of negligence also often hinge on whether a party should have 
been able to foresee the harm. When one of the parties in question is an AI 
agent, it is unclear how to make determinations of this kind about mental states. 
Legislatures or courts may determine that AI systems do not have mental states 
and therefore cannot pass any of these tests; however, this may systematically 
allocate liability away from AI systems––and, more importantly, away from their 
users and developers, who would be spared vicarious liability for the AI agent’s 
actions under some readings of the doctrine––to an extent that may not be 
desirable. To counteract this, judges may attribute a mental state to an AI agent; 
the legal system regularly attributes mental states to various artificial persons, 
like corporations,62 and some scholars have already attempted to develop 
theories about how mental states can be justifiably attributed to autonomous 
agents.63 

● Legal personhood. While experts often warn against anthropomorphizing AI 
systems, several workshop participants emphasized that treating AI agents as 
potential parties in litigation does not mean treating them as equivalent to 
humans. Rather, legal personhood is a legal construct that can be created, 
designed, and tailored to achieve certain social or economic goals. Corporations, 
for example, are considered legal persons, but that does not entail considering 
them equivalent to humans.  

● Who is the principal? While the established principal-agent concept from 
agency law may be an appealing analogy for situations involving AI agents, it 
may sometimes be difficult to determine who should count as the principal. In 
many cases, the user would be an obvious choice, given that they would 
typically direct an AI agent to pursue a goal. In others, however—such as when 
a chatbot contributes to a user deciding to commit suicide, or when an agent 
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behaves in a way that is very different from what the user intended—it may be 
less applicable. One suggestion raised during the workshop was to identify 
multiple principals (e.g., the user, app developer, model developer, etc.). 
However, to the extent different principals’ desires may conflict, it may be 
difficult to determine which should be held accountable for an agent’s actions. 

● Industry standards. To the extent that negligence is used as the mechanism to 
allocate liability for AI agent-caused harm, standard industry practices will 
become an influential form of soft law. This is true even when a “reasonable 
care” (rather than “professional care”) standard for breach is applied, as 
comparing a defendant’s conduct to what is typical within their industry often 
forms part of the jury’s deliberation about what counts as reasonable care. This 
could mean that arrangements such as the safety commitments made by AI 
companies at the White House in July 2023 or the Seoul Summit in May 2024 
could wind up having indirect legal force.64 

● Liability and innovation. Making developers in a sector liable for harm caused 
by their products does not necessarily dampen innovation in that sector. For 
example, when credit card providers were made liable for fraud, this spurred 
innovation in the security mechanisms built into the cards, which reduced 
instances of fraud.65 Liability insurance could also potentially play a valuable 
role in facilitating innovation even if developers are held liable for harms caused 
by AI agents they create. Purchasing insurance simultaneously incentivizes the 
insurance provider to accurately assess risk and the insurance purchaser to try 
to reduce risk, thereby allowing the developers of AI agents to continue to 
innovate while reducing their financial exposure.66 

● Limits of liability. Tort liability is a useful tool in many cases, but it also has 
important limits. It is often inaccessible for victims who lack the resources to 
bring a claim, primarily provides after-the-fact recourse rather than preventing 
harm (though it can help set expectations that deter bad conduct), and struggles 
to handle situations involving many small individual harms that add up to 
substantial harm (though class action suits can sometimes handle such 
situations). It also generally works far better for cases involving physical harm 
than ones involving primarily mental or emotional harm or pure economic loss. 

When novel legal questions arise, an underlying question is often whether the source 
of novelty is a difference in degree or a difference in kind. If the former, existing 
frameworks can likely be applied; if the latter, perhaps more radical changes are 
needed. When it comes to AI, some issues may be mere differences in degree. Others, 
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such as the question of how to apply ideas of mental states to an AI system, may be 
genuine differences in kind. Overall, some combination of creatively applying existing 
doctrine and developing new legal concepts will be necessary.  
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Conclusion 

The answers to many questions about the prospects of AI agents over the coming 
years remain murky. Nonetheless, several takeaways emerged from the workshop 
discussions: 

● AI agents are the subject of excitement and significant investment among AI 
developers. Startups and major tech companies alike are working to convert 
progress in LLMs, which have so far primarily been used as chatbots, into more 
agentic systems that can flexibly and autonomously carry out goals given to 
them by a user.  

● Definitions are contested. There is no clear boundary between AI systems that 
are and are not agents, but in brief, increasingly agentic systems would be able 
to independently take direct actions in pursuit of more complex goals in more 
open-ended environments. With sufficient technical advances, this could include 
making purchases, hiring humans, automating AI research itself, and a wide 
range of other activities. 

● Existing LLM-based agents have limited functionality and often make 
mistakes. Products currently on the market fail or get stuck on tasks as simple 
as reserving a library book. Researchers are working on better ways for agents 
to identify and correct their errors, so that they will be able to plan and carry out 
more complex, multistep tasks. Researchers also expect continued progress on 
the underlying AI technologies (e.g., LLMs), the ability to integrate with a wider 
range of tools, and other advances to continue to improve the sophistication of 
AI agents. 

● If highly sophisticated AI agents enter widespread use, they are likely to 
exacerbate existing problems and bring new problems to the fore. These 
challenges include mitigating harm resulting from accidental failure and 
malicious use, allocating responsibility for said harm, protecting user privacy, 
establishing norms and safeguards around human-agent and agent-agent 
interactions, and handling the impact of agent adoption on the labor market. 

● The trajectory of progress in AI agents is difficult to evaluate. Current 
methods for measuring AI systems’ capabilities are lacking, and this is doubly 
true for AI agents. Given this, it is challenging to determine whether AI agents 
are likely to progress rapidly in sophistication and widespread deployment, or 
whether they are likely to be primarily research curiosities over the coming 
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years. Policy approaches should attempt to manage a wide range of 
possibilities. 

● Many potential technical guardrails for AI agents exist, but their 
implementation may sometimes involve making difficult decisions between 
competing goals. This includes evaluating trade-offs between visibility and 
privacy; security and performance; and trustworthiness and utility. 

● The legal status of AI agents and the applicability of existing legal 
frameworks is evolving. Well-established legal ideas around how to allocate 
liability for harms, who is responsible when one party acts on another’s behalf, 
and other similar questions, will be applied to AI agents––but which analogies 
are employed, and which standards are used, is still to be seen. AI agents raise 
challenging legal questions that will likely require a combination of creatively 
applying existing concepts and developing novel legal ideas. 
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