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Executive Summary  

As artificial intelligence capabilities continue to improve, critical infrastructure (CI) 
operators and providers seek to integrate new AI systems across their enterprises; 
however, these capabilities come with attendant risks and benefits. AI adoption may 
lead to more capable systems, improvements in business operations, and better tools 
to detect and respond to cyber threats. At the same time, AI systems will also 
introduce new cyber threats that CI providers must contend with. Last year’s AI 
executive order directed the various Sector Risk Management Agencies (SRMAs) to 
“evaluate and provide … an assessment of potential risks related to the use of AI in 
critical infrastructure sectors involved, including ways in which deploying AI may make 
critical infrastructure systems more vulnerable to critical failures, physical attacks, and 
cyber-attacks.” 

Despite the executive order’s recent direction, AI use in critical infrastructure is not 
new. AI tools that excel in prediction and anomaly detection have been used for cyber 
defense and other business activities for many years. For example, providers have long 
relied on commercial information technology solutions that are powered by AI to 
detect malicious activity. What has changed is that new generative AI techniques have 
become more capable and offer novel opportunities for CI operators. Potential uses 
include more capable chatbots for customer interaction, enhanced threat intelligence 
synthesis and prioritization, faster code production processes, and, more recently, AI 
agents that can perform actions based on user prompts.  

CI operators and sectors are attempting to navigate this rapidly changing and uncertain 
landscape. Fortunately, there are analogues from cybersecurity that we can draw on. 
Years ago, innovations in network connectivity provided CI operators with a way to 
remotely monitor and operate many systems. However, this also created new attack 
vectors for malicious actors. Past lessons can help inform how organizations approach 
the integration of AI systems. Today, risk may arise in two ways: from AI vulnerabilities 
or failures in systems deployed within CI and from the malicious use of AI systems 
against CI sectors.  

This workshop report provides technical mitigations and policy recommendations for 
managing the use of AI in critical infrastructure.  Several findings and 
recommendations emerged from this discussion. 

● Resource disparities between CI providers within and across sectors have a 
major impact on the prospects of AI adoption and management of AI-related 
risks. Further programs are needed to support less well-resourced providers 
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with AI-related assistance, including financial resources, data for training 
models, requisite talent and staff, forums for communication, and a voice in the 
broader AI discourse. Expanding formal and informal means of mutual 
assistance could help close the disparity gap. These initiatives share resources, 
talent, and knowledge across organizations to improve the security and 
resiliency of the sector as a whole. They include formal programs, such as 
sharing personnel in response to incidents or emergencies, and informal efforts 
such as developing best practices or vetting products and services. 

● There is a recognized need to integrate AI risk management into existing 
enterprise risk management practices; however, ownership of AI risk can be 
ambiguous within current corporate structures. This risk was referred to by one 
participant as the AI “hot potato” being tossed around the C-suite. A clear 
designation of responsibility for AI risk within the corporate structure is 
needed.  

● Ambiguity between AI safety and AI security also poses substantial challenges 
to operationalizing AI risk management. Organizations are often unsure how to 
apply guidance from the National Institute of Standards and Technology’s 
recently published AI risk management framework alongside the cybersecurity 
framework. Further guidance on how to implement a unified approach to AI 
risk is needed. Tailoring and prioritizing this guidance would help make it more 
accessible to less well-resourced providers and those with specific, often 
bespoke, needs. 

● While there are well-established channels for cybersecurity information sharing, 
there is no analogue in the context of AI. SRMAs should leverage existing 
venues, such as the Information Sharing and Analysis Centers, for AI security 
information sharing. Sharing AI safety issues, mitigations, and best practices is 
also critical, but the channels to do so are unclear. Clarity on what constitutes an 
AI incident, which incidents should be reported, the thresholds for reporting, and 
whether existing cyber-incident reporting channels are sufficient would be 
valuable. To promote cross-sector visibility and analysis that spans both AI 
safety and security, the sectors should consider establishing a centralized 
analysis center for AI safety and security.  

● Skills to manage cyber and AI risks are similar but not identical. The 
implementation of AI systems will require expertise that many CI providers do 
not currently have. As such, providers and operators should actively upskill 
their current workforces and seek opportunities to cross-train staff with 
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relevant cybersecurity skills to effectively address the range of AI- and cyber-
related risks. 

● Generative AI introduces new issues that can be more difficult to manage and 
that warrant close examination. CI providers should remain cautious and 
informed before adopting newer AI technologies, particularly for sensitive or 
mission-critical tasks. Assessing whether an organization is even ready to 
adopt these systems is a critical first step. 
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Introduction  

In October 2023, the White House released an Executive Order on the Safe, Secure, 
and Trustworthy Development and Use of Artificial Intelligence. Section 4.3 of the 
order specifically focuses on the management of AI in critical infrastructure and 
cybersecurity.1 While regulators debate strategies for governing AI at the state, 
federal, and international levels, protecting CI remains a top priority for many 
stakeholders. However, there are numerous outstanding questions on how best to 
address AI-related risks to CI, given the fractured regulatory landscape and the 
diversity among the 16 CI sectors.  

To address some of these questions, the Center for Security and Emerging Technology 
(CSET) hosted an in-person workshop in June 2024 that brought together 
representatives from the U.S. federal government, think tanks, industry, academia, and 
five CI sectors (communications, information technology, water, energy, and financial 
services). The discussion was framed around the issue of security in CI, including the 
risk from both AI-enabled cyber threats and potential vulnerabilities or failures in 
deployed AI systems. The intention of the workshop was to foster a candid 
conversation about the current state of AI in critical infrastructure, identify 
opportunities and risks—particularly related to cybersecurity—presented by AI 
adoption, and recommend technical mitigations and policy options for managing the 
use of AI and machine learning in critical systems. 

The discussion focused on CI in the United States, with some limited conversation on 
the global regulatory landscape. This report summarizes the workshop’s findings in 
four primary sections. The Background section contains CSET research on the current 
and potential future use of AI technologies in various CI sectors. The Risks, 
Opportunities, and Barriers section addresses these issues associated with AI that 
participants raised over the course of the workshop. The third section, Observations, 
categorizes various themes from the discussion, and the report concludes with 
Recommendations, which are organized by target audience (government, CI sectors, 
and individual organizations within both the sectors and the AI industry).  
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Background  

In preparation for this workshop, CSET researchers examined the reports submitted by 
various federal departments and agencies in response to the White House AI executive 
order, section 4.3. These reports provided insight into how some CI owners and 
operators are already using AI within their sector, but it was sometimes unclear what 
types of AI systems CI providers were employing or considering. For example, the U.S. 
Department of Energy (DOE) summary report overviewed the potential for using AI-
directed or AI-assisted systems to support the control of energy infrastructure, but it 
did not specify whether these were generative AI or traditional models. This was the 
case for many of the sources and use cases assessed for the background research, 
spanning information technology (IT), operational technology (OT), and sector-specific 
use cases. This ambiguity reduces visibility into the current state of AI adoption across 
the CI sectors, limiting the effectiveness of ecosystem monitoring and risk assessment.  

This section summarizes CSET’s preliminary research for the workshop and provides 
examples of many of the current and potential future AI use cases in three sectors—
financial services, water, and energy—based on federal agency reporting.  

Research Methodology 

The U.S. Department of Homeland Security (DHS) recently released guidelines for CI 
owners and operators that categorize over 150 individual AI use cases into 10 
categories.2 While the report encompassed all 16 CI sectors, the use cases were not 
specified. To identify AI use cases for the sectors that participated in the workshop, we 
assessed reports from the U.S. Department of the Treasury (financial services), DOE 
(energy), and the U.S. Environmental Protection Agency (EPA, water). We also 
examined the AI inventories for each department and agency, but they only included 
use cases internal to those organizations, not the sectors generally. 

The Treasury and DOE reports were written following the AI executive order, were 
relatively comprehensive, and considered many AI use cases.3 Further use cases in the 
finance and energy sectors were pulled from nongovernmental sources (e.g., the 
Journal of Risk and Financial Management and Indigo Advisory Group).4 The EPA 
sources were dated and lacked details on AI use cases.5 To identify more use cases in 
the water sector, we assessed literature reviews from Water Resources Management 
(a forum for publications on the management of water resources) and Water (a journal 
on water science and technology).6 Although we primarily focused on sources covering 
U.S. CI, some research encompassed CI abroad. A full list of sources can be found in 
Appendix A. 
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The Current and Future Use of AI in Critical Infrastructure 

We classify AI use cases in CI into three broad categories: IT, OT, and sector-specific 
use cases. IT encompasses the use of AI for “traditional” cybersecurity tasks such as 
network monitoring, anomaly detection, and classification of suspicious emails. All CI 
sectors use IT, and therefore they all have the potential to use AI in this category. OT 
encompasses AI use in monitoring or controlling physical systems and infrastructure, 
such as industrial control systems. Sector-specific use cases include the use of AI for 
detecting fraud in the financial sector or forecasting power demand in the energy 
sector. These broad categories provide a shared frame of reference and capture the 
breadth of AI use cases across sectors. However, they are not meant to be 
comprehensive or convey the depth of AI use (or lack thereof) across organizations 
within sectors. 

When discussing use cases for CI, we consider a broad spectrum of AI applications. 
While newer technologies such as generative AI (e.g., large language models) have 
recently been top of mind for many policymakers, more traditional types of machine 
learning systems, including predictive AI systems that forecast and identify patterns 
within data (as opposed to generating content), have long been used in CI. The various 
AI systems present differing opportunities and challenges, but generative AI 
introduces new issues that can be more difficult to manage and that warrant close 
examination. This includes difficulties in interpreting how models process inputs, 
explaining their outputs, managing unpredictable behaviors, and identifying 
hallucinations and false information. Even more recently, generative models have been 
used to power AI agents, enabling these models to take more direct action in the real 
world. Although these systems are still nascent, their potential to automate tasks—
whether routine work streams or cyberattacks—deserves close watching.  

Themes in AI-CI use cases from the reports examined include: 

• Many IT use cases employ AI to supplement existing cybersecurity practices and 
have commonalities across sectors. For example, AI is often used to detect 
malicious events or threats in IT, be it at a financial firm or water facility. Some 
AI IT use cases, such as scanning security logs for anomalies, go back to the 
1990s. Others have emerged over the past 20 years, such as anomalous or 
malicious event detection. New potential use cases have surfaced with the 
recent advent of generative AI, such as mitigating code vulnerabilities and 
analyzing threat actor behavior.  
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• Based on reported use cases, there are no explicit examples of generative AI 
being used in OT. While some applications of traditional AI are being used, such 
as in infrastructure operational awareness, broader adoption is still fairly limited. 
This is in part due to concerns over causing errors in critical OT. However, future 
use cases are being actively considered, such as real-time control of energy 
infrastructure with humans in the loop.  

• Many sector-specific AI use cases seek to improve the reliability, robustness, 
and efficiency of CI. However, they also raise concerns about data privacy, 
cybersecurity, AI security, and the need for governance frameworks to ensure 
responsible AI deployment. It can be more challenging to implement a common 
risk management framework for these use cases because they are specialized 
and have limited overlap across sectors. 

• AI adoption varies widely across CI sectors. Organizations across each sector 
have varying technical expertise, funding, experience integrating new 
technologies, regulatory or legal constraints, and data availability. Moreover, it 
is not clear whether certain AI use cases were actively being implemented, 
considered in the near term, or feasible in the long term. Many of the potential 
AI use cases highlighted in relevant literature are theoretical, with experiments 
conducted only in laboratory, controlled, or limited settings. One example is a 
proposed intelligent irrigation system prototype for efficient water usage in 
agriculture which was developed using data collected from real-world 
environments, but not tested in the field.7 The feasibility of implementing these 
applications in practice and across organizations is currently unclear. 

• The depth of AI use across organizations within sectors is difficult to assess. 
There are thousands of organizations across the financial, energy, and water 
sectors. It is unknown how many organizations within these sectors are using or 
will use AI, for what purposes, and how the risks from those different use cases 
vary. 
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Figure 1 aggregates all AI use cases identified in the preliminary research.* Each sector is divided into IT, OT, and sector-
specific use cases and subdivided into current/near-term and long-term use cases.  

Figure 1. Examples of AI Use Cases in Critical Infrastructure by Sector 

 

Source: CSET (See Appendix A).

 
* The sources examined during our preliminary research did not contain any current, near-term, or future examples of AI use cases in financial 
sector OT, current or near-term examples of AI use cases in water sector OT or IT, nor any future AI use cases in energy sector IT. 
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Risks, Opportunities, and Barriers Associated with AI  

As evidenced by the wide range of current and potential use cases for AI in critical 
infrastructure, many workshop participants expressed interest in adopting AI 
technologies in their respective sectors. However, many were also concerned about the 
broad and uncharted spectrum of risks associated with AI adoption, both from external 
malicious actors and from internal deployment of AI systems. CI sectors also face a 
variety of barriers to AI adoption, even for use cases that may be immediately 
beneficial to them. This section will briefly summarize the discussion concerning these 
three topics: risks, opportunities, and barriers to adoption.  

Risks 

AI risk is twofold, encompassing both malicious use of AI systems and AI system 
vulnerabilities or failures. This subsection will address both of these categories, 
starting with risks from malicious use, which several workshop participants raised 
concerns about given the current prevalence of cyberattacks on U.S. critical 
infrastructure. These concerns included how AI might help malicious actors discover 
new attack vectors, conduct reconnaissance and mapping of complex CI networks, and 
make cyberattacks more difficult to detect or defend against. AI-powered tools lower 
the barrier to entry for malicious actors, giving them a new (and potentially low-cost) 
way to synthesize vast amounts of information to conduct cyber and physical security 
attacks. However, the addition of AI alone does not necessarily present a novel threat, 
as CI systems are already targets for various capable and motivated cyber actors.8 
Most concerns about AI in this context centered on its potential to enable attacks that 
may not currently be possible or increase the severity of future attacks. A more 
transformative use of AI by attackers could involve seeking improved insights as to 
what systems and data flows to disrupt or corrupt to achieve the greatest impact. 

Generative AI capabilities are currently increasing threats to CI providers in certain 
cases. These threats include enhanced spear phishing, enabled by large language 
models. Researchers have observed threat actors exploring the capabilities of 
generative AI systems, which are not necessarily game-changing but can be fairly 
useful across a wide range of tasks such as scripting, reconnaissance, translation, and 
social engineering.9 Furthermore, as AI developers strive to improve generative 
models’ capabilities by enabling the model to use external software tools and interact 
with other digital systems, digital “agents” that can translate general human 
instructions into executable subtasks may soon be used for cyber offense.  



 

 
 

Center for Security and Emerging Technology | 12 

The other risk category participants identified was related to AI adoption, such as the 
potential for data leakage, a larger cybersecurity attack surface, and greater system 
complexity. Data leakage was a significant concern, regarding both the possibility of a 
CI operator’s data being stored externally (such as by an AI provider) and the potential 
for sensitive information to accidentally leak due to employee usage of AI (such as by 
prompting an external large language model).  

Incorporating AI systems could also increase a CI operator’s cybersecurity attack 
surface in new—or unknown—ways, especially if the AI system is used for either OT or 
IT. (A use case encompassing OT and IT, which are typically strictly separated with 
firewalls to limit the risk of compromise, would increase the attack surface even 
further.) For certain sectors, participants pointed out that even mapping an operator’s 
networks to evaluate an AI system’s usefulness—and subsequently storing or sharing 
that sensitive information—could present a target for motivated threat actors. CI 
operators face more constraints than organizations in other industries and therefore 
need to be extra cautious about disclosing information about their systems. Newer AI 
products, especially generative AI systems, may also fail unexpectedly because it is 
impossible to thoroughly test the entire range of inputs they might receive.  

Finally, AI systems’ complexity presents a challenge for testing and evaluation, 
especially given that some systems are not fully explainable (in the sense of not being 
able to trace the processes that lead to the relationship between inputs and outputs). 
Risks associated with complexity are compounded by the fact that there is a general 
lack of expertise at the intersection of AI and critical infrastructure, both within the CI 
community and on the part of AI providers.  

Opportunities  

Despite acknowledgment of the risks associated with the use of AI, there was general 
agreement among participants that there are many benefits to using AI technologies in 
critical infrastructure.  

AI technologies are already in use in several sectors for tasks such as anomaly 
detection, operational awareness, and predictive analytics. These are relatively mature 
use cases that rely on older, established forms of AI and machine learning (such as 
classification systems) rather than newer generative AI tools.  

Other opportunities for AI adoption across CI sectors include issue triage or 
prioritization (such as for first responders), the facilitation of information sharing in the 
cybersecurity or fraud contexts, forecasting, threat hunting, Security Operations Center 
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(SOC) operations, and predictive maintenance of OT systems. More generally, 
participants were interested in AI’s potential to help users navigate complex situations 
and help operators provide more tailored information to customers or stakeholders 
with specific needs.  

Barriers to Adoption 

Even after considering the risk-opportunity trade-offs, however, several participants 
noted that CI operators face a variety of barriers that could prevent them from 
adopting an AI system even when it may be fully beneficial.  

Some of these barriers to adoption are related to hesitancy around AI-related risks, 
such as data privacy and the potential broadening of one’s cybersecurity attack surface. 
Some operators are particularly hesitant to adopt AI in OT (where it might affect 
physical systems) or customer-facing applications. The trustworthiness—or lack 
thereof—of AI systems is also a source of hesitancy.  

Other barriers are due to the unique constraints faced by CI operators. For instance, the 
fact that some systems have to be constantly available is a challenge unique to CI. 
Operators in sectors with important dependencies—such as energy, water, and 
communications—have limited windows in which they can take their systems offline. 
OT-heavy sectors also must contend with additional technical barriers to entry, such as 
a general lack of useful data or a reliance on legacy systems that do not produce 
usable digital outputs. In certain cases, it may also be prohibitively expensive—or even 
technically impossible—to conduct thorough testing and evaluation of AI applications 
when control of physical systems is involved. 

A third category of barriers concerns compliance, liability, and regulatory requirements. 
CI operators are concerned about risks stemming from the use of user data in AI 
models and the need to comply with fractured regulatory requirements across different 
states or different countries. For example, multinational corporations in sectors such as 
IT or communications are beholden to the laws of multiple jurisdictions and need to 
adhere to regulations such as the European Union’s General Data Protection 
Regulation (GDPR), which may not apply to more local CI operators. 

Finally, a significant barrier to entry across almost all sectors is the need for workers 
with AI-relevant skills. Participants noted that alleviating workforce shortages by 
hiring new workers or skilling up current employees is a prerequisite for adopting AI in 
any real capacity.  
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Observations  

Throughout the workshop, four common trends emerged from the broader discussion. 
Different participants, each representing different sectors or government agencies, 
raised them at multiple points during the conversation, an indicator of their saliency. 
These topics include the disparities between large and small CI providers, the difficulty 
in defining lines between AI- and cyber-related issues, the lack of clear ownership over 
AI risk within an organization, and the challenges posed by fractured regulation and 
guidance. In the following sections, we examine these observations and highlight the 
issues raised during the workshop. 

Disparities Between and Within Sectors 

CI in the United States covers many different organizations and missions, ranging from 
nationwide banks to regional electric utilities to local water providers that may serve 
only a few thousand residents. The wide gap in resources across CI providers, falling 
roughly along the lines of large organizations and small providers, was repeatedly 
raised throughout the workshop. This disparity can exist between sectors, such as 
between the comparatively better-resourced financial services sector and the less 
well-resourced water sector, and within sectors, such as between major banks and 
regional lenders.  

These resource disparities between providers impact cybersecurity and the prospects 
of AI adoption within CI in several ways. 

• Financial resources: Differences across and within sectors in available monetary 
resources to implement AI have led and likely will continue to lead to the 
concentration of AI adoption among the most well-financed organizations. As 
such, the numerous potential benefits of AI discussed previously will likely be 
out of reach for many small providers without financial or technical assistance.  

• Talent: Closely related to the issue of adequate funding is the limited technical 
expertise that different providers have on staff or have the ability to hire. 
Workers with AI and cybersecurity skills are already scarce. The competitive job 
market, and higher salaries for these positions, make it difficult for smaller 
providers to attract requisite talent. Some sectors, such as IT and finance, 
already have large technical staffs and are well positioned to incorporate and 
support new AI talent compared to organizations in the manufacturing, electric, 
or water sectors, which typically have more limited IT operations and staff. 
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• Data: The ability to produce or obtain large amounts of data for use in AI 
applications can be a substantial challenge for small providers. The size of the 
organization and scale of operations is only one aspect of the problem. Small 
utilities often operate older or bespoke OT systems that generate limited data or 
lack digital output. Making bespoke data usable for AI applications is often 
costly and time-consuming. Furthermore, many of these systems are configured 
to fit the unique needs of the provider, which may prevent the generalization of 
models trained on data from the same machines or devices deployed in other 
environments.  

• Forums: Methods of communication and coordination between organizations 
within sectors vary widely. While trusted third parties—such as the Sector 
Coordinating Councils and Information Sharing and Analysis Centers (ISACs)—
exist in most sectors, certain sectors have additional forums to facilitate 
collaboration, sharing of threat information, and the development of best 
practices, all of which play a key role in the adoption of new technology such as 
AI. Examples of well-established forums for collaboration include the Financial 
and Banking Information Infrastructure Committee and the Cyber Risk Institute 
in the financial services sector and the Electricity Subsector Coordinating 
Council’s Cyber Mutual Assistance Program in the energy sector. The 
Cybersecurity and Infrastructure Security Agency (CISA), Sector Risk 
Management Agencies (SRMAs), and the sectors themselves will need to 
identify, deconflict, and potentially expand existing forums to manage emerging 
AI risks and security issues. This could also include additional cross-sector 
coordination.* 

• Voice: Smaller organizations within sectors face many obstacles in contributing 
to the formation of best practices and industry standards. The absence of input 
from these groups risks the development of AI standards that do not account for 
resource constraints and, lacking appropriate guidance on prioritizing practices, 
can be difficult or infeasible for smaller organizations to implement. 

Despite all these challenges, there are compelling reasons to pursue AI applications 
even for smaller, less well-resourced organizations and sectors. Of the many potential 
benefits afforded by AI, the use of this technology for anomaly and threat detection is 
particularly impactful and, in the context of CI, vitally important. Smaller providers can 
ill afford to be left behind in adopting AI for cyber defense, especially given the 

 
* The recently formed DHS AI Safety and Security Board could serve as another forum as its roles and 
responsibilities are further delineated. 
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potential threat posed by faster, subtler, and more sophisticated AI-enabled 
cyberattacks. Solutions offered as a service or that work to tailor AI for bespoke 
applications would help lower these barriers and enable the use of sector or 
organizational datasets—once properly formatted for AI training—to support IT or OT 
security tasks.  

Unclear Boundary Between AI and Cybersecurity 

Distinguishing between the issues related to AI and cybersecurity, as well as the 
overlap between the two, was a common challenge identified across sectors. In 
general, this challenge reflects the underlying ambiguity between AI safety and AI 
security—two academic disciplines that have developed separately, but both of which 
are needed for robust AI risk management.10 This ambiguity arose in three contexts: 
risk, incidents, and the workforce.  

• Risk: Determining whether a given risk associated with an AI system is an AI 
risk, which would fall under the purview of the National Institute of Standards 
and Technology's AI Risk Management Framework (AI RMF), or a cybersecurity 
risk, which would align with NIST’s Cybersecurity Framework 2.0 (CSF), is not 
abundantly clear. This ambiguity raises the question whether this explicit 
distinction needs to be made at all, yet the existence of separate frameworks 
and the division of risk ownership within corporate structures—both discussed 
in detail later in this report—seems to demand this distinction be made. Take, 
for example, the question of whether issues of bias and fairness are an AI risk, a 
cyber risk, or both. This may largely depend on the context of the application in 
which AI is being used and how it pertains to the critical function of the provider. 
For example, bias and fairness surrounding the use of AI in decisions regarding 
credit scores, a critical function in the financial sector, presents a risk that spans 
across safety and security. This presents a serious challenge for organizations 
attempting to clearly divide AI and cybersecurity—or, alternatively, AI safety 
and AI security—risk management responsibilities. As the AI RMF 
acknowledges, “Treating AI risks along with other critical risks, such as 
cybersecurity and privacy, will yield a more integrated outcome and 
organizational efficiencies.” However, it was clear during the discussion with 
workshop participants that further guidance on how to implement a unified 
approach to risk is needed. 

• Incidents: There is similar ambiguity surrounding what qualifies as a cyber 
incident, an AI incident, a safety incident, an ethical incident, or some 
combination of these. While there are clear requirements and channels for 



 

 
 

Center for Security and Emerging Technology | 17 

cyber-incident reporting, which could possibly cover AI-related cyber incidents, 
it is unclear if and how information related to non-cyber AI incidents should be 
shared. Furthermore, the analogues between cyber and AI incidents are not 
perfect. For example, some AI incidents may not have easily defined 
remediations or patches, as has been noted in other research.11 This suggests 
that remediation efforts for AI incidents will need additional mitigation 
strategies.12 Defining the range of AI-related incidents and what subset falls 
under existing reporting requirements would be valuable. For AI incidents that 
are not covered by existing requirements, the benefit to sharing information as it 
pertains to AI-related failures, mitigations, and best practices was widely 
recognized by workshop participants. However, there was disagreement as to 
whether this information sharing should be done through formal channels, with 
explicit reporting requirements, or informal channels such as the AI Incident 
Database or other proposed public repositories.13 Clarity on what constitutes an 
AI incident, which incidents should be reported, the thresholds for reporting, and 
whether existing cyber-incident reporting channels are sufficient would be 
valuable. Ongoing work at CISA, through the Joint Cyber Defense Collaborative 
(JCDC), aims to provide further guidance later this year.14 

• Workforce: Projecting what workforce CI organizations will need to leverage AI 
and meet the challenges posed by AI-enabled threats is difficult. It is unclear if 
AI risk management will require personnel with AI-specific skills, cybersecurity 
experts with specialization or cross-training in AI risk, or a completely new set 
of personnel with both AI and cybersecurity expertise. Some aspects of 
traditional cybersecurity best practices such as authentication and data 
protection also apply to managing AI risk. However, the design and 
implementation of AI systems requires unique expertise that many CI providers 
may not have in their current cyber workforce. At a minimum, the AI and 
cybersecurity experts in an organization will need some cross-training to 
collaborate effectively and speak a common language to address the full range 
of AI and cyber risks. 

Challenges in AI Risk Management 

As AI applications become more prevalent in CI, sectors and organizations must 
manage the attendant risk. Participants noted the need to integrate AI risk 
management into existing processes at many organizations. Yet, at the same time, 
ownership of AI risk can be ambiguous within current corporate structures. It was 
referred to by one participant as the AI “hot potato” being tossed around the C-suite.  
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Today, AI risk management does not neatly fall under any single corporate leadership 
position, such as the chief information security officer, the chief technology officer, the 
chief information officer, or the chief data officer. Aspects of AI, and its related risk, 
often span the responsibilities of these different roles. While the need to include AI risk 
management into the overall enterprise strategy is clear, who owns AI risk within the 
organization is anything but. For example, Govern 2.1 of the NIST AI RMF states that 
“roles and responsibilities and lines of communication related to mapping, measuring, 
and managing AI risks are documented and are clear to individuals and teams 
throughout the organization,” but the details on which actors should be directly 
responsible are limited.15 Some organizations are approaching this challenge by 
appointing a new chief AI officer, while others have rolled it into the responsibilities of 
a chief resilience officer. However, the most common—albeit potentially less 
permanent—solution has been for organizations to share the responsibility across 
roles or to “dual-hat” an existing officer, typically the chief data officer. 

While organizations within and outside of CI are grappling with how to manage risks 
posed by AI, these challenges may be particularly acute within the CI sectors. Many CI 
providers have a “compliance culture” due to the high degree of regulation they face 
and the essential services they manage, such as providing clean water or keeping the 
lights on. Therefore, regulatory requirements and resulting organizational policies are 
often written in a binary manner—either the organization does or does not meet the 
given requirement. However, the same approach does not apply well in the context of 
AI. The output of AI models is inherently probabilistic: a system will or will not produce 
a certain outcome with probability of n. This is at odds with policies and requirements 
under a compliance-oriented regime that specify a system will (a 100 percent 
likelihood) or will not (a 0 percent likelihood) do something with complete certainty. As 
such, AI risk management demands a “risk-aware culture” in which the focus is on 
reducing the likelihood of harm rather than meeting a checklist of requirements. These 
differences in risk management cultures may affect the safe and secure adoption of AI 
in many CI sectors. 

Fractured Guidance and Regulation 

A commonly expressed concern during the workshop was that many CI providers are 
struggling to operationalize AI risk management. In addition to the resource constraints 
discussed earlier, two key factors contribute to this problem: fractured guidance and 
regulation. 

• Guidance: There are a multitude of overlapping frameworks that pertain to AI, 
cybersecurity, and privacy. These include NIST’s AI RMF (and subsequent 
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“Playbook” and draft “Generative AI Profile”), CSF, and Privacy Framework; the 
Federal Trade Commission’s Fair Information Practice Principles; and a variety of 
standards from the International Organization for Standardization. 
Understanding how these frameworks work together, which set of guidance is 
applicable where, and how to operationalize recommended practices for a given 
AI use case represents a substantial hurdle for organizations. Participants noted 
two key challenges related to this issue. 
 
o First, each respective framework presents numerous recommended practices 

to implement, and, when combined, the scope of those recommendations 
can become burdensome, even for well-resourced organizations. The lack of 
general guidance on how to prioritize among the multitude of recommended 
practices, particularly when facing resource constraints, and the lack of 
guidance tailored to specific sectors were highlighted as major obstacles to 
operationalizing recommended practices. Participants noted that community 
profiles, like those produced to accompany the CSF, were helpful additions 
to the high-level guidance. However, these profiles take time to develop, and 
currently there are no finalized profiles for the AI RMF. With the rapid pace 
of AI development and the push for adoption, there may be an important role 
for trusted third parties to move faster in addressing this guidance gap.  

 
o Second, the ambiguity at the intersection of these overlapping frameworks 

makes it challenging for organizations to interpret what guidance applies 
where. For example, the core activities in both the cybersecurity and privacy 
frameworks include a protect function (“Protect” and “Protect-P,” 
respectively), which covers recommended safeguards and security measures. 
Yet, the AI RMF does not have a protect function. While organizations can 
draw on security practices from the CSF, analogues from cybersecurity—
such as red-teaming—do not always translate directly to the context of AI.16 
Furthermore, these measures may not protect against the range of 
vulnerabilities unique to AI systems.17 The ambiguity and potential gaps that 
arise at the intersection of these frameworks make it difficult to piece 
together how they should be applied in concert. As a result, CI providers 
looking to implement safe and secure AI systems face the challenge of trying 
to deconflict implementation guidance from a patchwork set of frameworks, 
technical research reports, and industry practices. Distilling this information 
requires time and expertise that many organizations, particularly less well-
resourced ones, cannot afford without assistance. Ongoing efforts within 
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NIST, such as the Data Governance and Management Profile, are likely to 
help in this regard and were deemed a high priority by participants.18  

• Regulation: Concerns over the fractured regulatory environment regarding data 
protection and cybersecurity, and the potential for a similar governance regime 
for AI, pose another major barrier for CI providers in adopting AI systems. With 
the lack of overarching federal regulation for privacy or cybersecurity, a 
patchwork of requirements has been made at the state level that various CI 
providers must comply with. Furthermore, some CI providers have a global 
presence and are impacted by international regulations as well, notably the 
European Union’s GDPR and the more recent Artificial Intelligence Act. The lack 
of harmonization between these different regulations poses a compliance risk 
for organizations seeking to implement AI systems, particularly those that may 
be customer facing or that train on consumer data. 
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Recommendations  

The following recommendations stem from discussions held during the workshop and 
are designed to provide an array of policy options for governing the future use of AI in 
critical infrastructure. They are divided into four subsections by stakeholders at 
different levels of governance: (1) cross-cutting recommendations that apply to all 
actors at the intersection of AI and critical infrastructure; (2) recommendations for 
government actors to consider; (3) recommendations for CI sectors; and (4) 
recommendations for individual organizations, encompassing both CI operators and AI 
developers and deployers. 

Cross-Cutting Recommendations 

The following recommendations apply to all stakeholders within the critical 
infrastructure and AI ecosystems: 

• Participate in information sharing. The sharing of best practices, threat 
information, and incidents is critical to maintaining the safety and security of AI 
systems employed in CI. While the specific channels for sharing AI security 
versus AI safety information are unclear, the need for information sharing across 
both domains is paramount.  

○ SRMAs should leverage existing venues for AI security information 
sharing. Current ISACs provide a natural forum for additional 
collaboration on AI-enabled threats and security vulnerabilities in AI 
systems. The JCDC could potentially aid in these efforts as well. Less 
clear are the mechanisms for sharing information on AI safety risks that 
do not pertain to security. Channels for sharing AI safety information—
such as cases of incorrect output, bias, or failures discovered in a given AI 
model—could be incorporated into existing ISACs or instituted 
separately. Integrating AI safety communication into the existing ISACs 
could reduce overhead, prevent redundancy, provide more holistic insight 
for managing risk, and alleviate the ambiguity between AI safety and 
security discussed previously. On the other hand, creating separate 
information-sharing centers for AI safety could provide more tailored 
intel, help reduce the volume of information to process, and maintain the 
security-focused mission of the ISACs*. An example of a sector-specific 

 
* Separate information sharing channels for AI safety could potentially fit into or complement the AI 
Safety Institute as it continues to develop and gains capacity. 
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safety center (not focused on AI) is the Aviation Safety Information 
Analysis and Sharing operated by MITRE. 

○ The CI sectors should consider establishing a centralized analysis 
center for AI safety and security. High-level visibility into AI use across 
the CI sectors is vital to managing overarching risk. This includes 
identifying where and how AI is being used, developing best practices, 
and assessing AI safety and security information—whether shared 
through the same or different channels. To promote cross-sector 
information sharing and analysis that spans both AI safety and security, 
we recommend the creation of a centralized AI safety and security 
analysis center. The establishment of a National Critical Infrastructure 
Observatory, as recommended in a recent report from the President’s 
Council of Advisors on Science and Technology, would create one 
potential home for this cross-sector center.19  

○ CI operators and providers should share information on AI-related 
incidents, threats, vulnerabilities, and best practices. Defining AI 
incidents and sharing relevant information when they occur, whether 
there are cybersecurity implications or not, will be critically important to 
identify new vulnerabilities and harms. For this information to be useful, 
providers need to ensure that they are collecting relevant data and audit 
logs to assess what led up to the incident occurring, how the incident 
unfolded, and what efforts were undertaken afterward to identify the 
source of the issue and remedy it going forward. We note that there is 
currently little guidance on communicating AI incidents, and the sooner 
guidance can be released the better. As discussed above, determining the 
communication channels to use for information sharing and to whom that 
information is sent is an important prerequisite. 

CI providers should also take proactive steps to share information on 
observed threats, vulnerabilities discovered, and industry best practices 
related to AI use and deployment. Furthermore, the sharing of sector-
specific data, including training data for AI systems, could help CI 
providers. While there may be a tendency to retain data for proprietary 
reasons or risk of liability, a collaborative approach would help benefit 
organizations within each sector, particularly smaller providers who may 
not generate the requisite volume of data for AI use cases. An initial step 
could be prioritizing efforts to share data for AI applications that facilitate 
or protect critical services such as predictive maintenance and cyber 
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defense. Data sharing in these areas is likely more feasible, as incentives 
align across organizations, and is potentially very impactful. 

• Develop the workforce. Participants universally agreed that hiring and 
developing AI talent is a crucial prerequisite for effectively adopting AI in critical 
infrastructure systems.  

○ Federal and state government organizations should fund training 
programs and other workforce development initiatives. As mentioned 
above, workforce capacity—and the lack thereof—was a theme 
throughout the entire discussion. Some participants recommended that 
policymakers consider funding workforce development initiatives 
explicitly aimed at improving capacities within the CI sectors.  

○ CI sectors should coordinate workforce development efforts and 
develop sector-specific requirements. The sectors should play an 
important intermediary role in the design and implementation of AI 
training programs. This starts with identifying the specific AI talent needs 
within their sector and developing requirements that help inform the 
design of the training programs. In addition, the CI sectors should take a 
leading role in coordinating the implementation of these programs and 
prioritizing where resources for workforce development are needed most. 

○ CI operators and providers should actively upskill their current 
workforces. Developing requisite AI talent will remain a large 
undertaking, and one way to partially address the demand is to upskill 
existing staff. One aspect of this upskilling may be training individual 
workers capable of deploying and managing AI systems for organizations 
that operate them. Another may include promoting general AI literacy 
among staff on the proper use of AI-enabled tools as well as risks posed 
by AI-enabled threats, such as sophisticated spear-phishing attacks. Of 
particular note, CI providers should ensure that their staff are aware of 
the risk of including proprietary or sensitive information in prompts sent 
to third-party AI services. 

Responsible Government Departments and Agencies 

Specific recommendations for relevant government actors include:  

• Harmonize regulation relevant to CI. Participants expressed confusion and 
uncertainty about patchwork security and data protection requirements, 
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particularly at the state level. Regulatory harmonization would help CI operators 
chart a path forward and better evaluate risks associated with AI adoption. 
Some participants also expressed a desire for harmonization efforts to apply to 
any future AI-specific legislation, both at the state and federal levels.  

• Work with sector partners to tailor and operationalize guidance for each 
sector. Government guidance aimed at the CI sectors can be difficult to 
operationalize because of its generality. Inherently, developing guidance that 
applies to everyone runs the risk of fitting no one. This is particularly salient 
within the CI sectors, where providers often operate bespoke and specialized 
systems. Guidance tailored to specific sectors and additional guidance on 
operationalization would benefit many operators. For example, prior to the 
release of the NIST CSF, NIST had released a version of the cybersecurity 
framework specifically targeted at improving CI cybersecurity.20 Similar tailoring 
of guidance related to AI—at a level more specific than existing resources such 
as the NIST AI RMF Playbook—may be helpful to CI operators, especially those 
who are under-resourced.21 The NIST “Generative AI Profile” and the Secure 
Software Development Practices for Generative AI and Dual-Use Foundation 
Models are examples of such tailored guidance.22 Developing AI profiles specific 
to CI sectors, similar to existing cybersecurity ones, would also help advance 
safe and secure adoption. 

• Support relevant infrastructure to test and evaluate AI systems. As 
mentioned above, the practice of AI model evaluation remains immature. Many 
evaluations are conducted by model developers without a mechanism to 
independently evaluate the results. Importantly, however, the role third parties 
will play in evaluations remains unclear. Organizations such as the NIST AI 
Safety Institute could play a leading role in future model evaluations but will 
need additional resourcing in the form of funding and personnel. Third-party 
auditing of models and assessments against defined benchmarks could provide 
CI operators additional confidence in the safety and security of these models. 
Ideas discussed at the workshop included using existing test beds for CI or 
designing test beds exclusively for AI testing and evaluation, which could allow 
for continued research on how models behave in deployed environments. 
Additionally, further research into risk evaluation metrics for AI is needed, as 
well as a shared understanding of how cybersecurity test and evaluation 
practices can be used to test network infrastructures deploying AI technologies. 
Ideally, these resources should be accessible to all CI sectors.  
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• Expand ecosystem monitoring efforts. A continuation and expansion of efforts 
to identify AI use cases being deployed across CI sectors is critical for 
maintaining ecosystem-wide visibility and assessing overall risk. In conducting 
our background research on how sectors are using current AI applications, we 
found that many reported use cases lacked important details needed to assess 
risk, such as how the organization used the AI system (e.g., experiments in a 
laboratory or deployed in production) and what type of model they used. Future 
visibility efforts, such as the annual cross-sector risk assessments conducted by 
CISA, should collect and report these details. 

Sectors 

Recommendations for the CI sectors as a whole include:  

• Develop best practices. Establishing and sharing best practices around the 
implementation and use of AI within a given sector is critical to operationalizing 
AI safety and security guidance. The CI sectors should facilitate the 
development and coordination of these tailored best practices, ensuring that 
providers both small and large can provide input into the process. 

• Expand and support mutual assistance. To help address the disparities 
between and within sectors, workshop participants recommend expanding both 
informal and formal means of mutual assistance. These initiatives help share 
resources, talent, and knowledge across organizations in an effort to improve 
the security and resiliency of the sector as a whole. An example of formal 
mutual assistance is the Electricity Subsector Coordinating Council’s Cyber 
Mutual Assistance Program, which connects a network of cybersecurity 
professionals who provide support to participating providers in the case of a 
cyber emergency. Informal mutual assistance often results from the efforts of 
large providers that have spillover or secondary benefits for smaller providers. 
Some examples could include the development of industry standards and the 
vetting of products and service providers. To address the issue of smaller 
providers not having a voice in some of these informal practices, larger 
organizations and sector-coordinating bodies should work to gather and 
incorporate input from smaller providers as a part of these processes. 

Organizations 

We break down the recommendations for individual organizations into those directed 
toward CI providers and those for AI developers. 
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Critical Infrastructure Operators  

Recommendations for providers and organizations within CI sectors include: 

• Integrate AI risk management into enterprise risk management. To address AI 
risk properly, it must be fully integrated into existing enterprise risk 
management practices. Organizations should develop these practices based on 
NIST’s AI RMF and utilize tools such as NIST’s recently released Dioptra 
assessment platform.23 However, as noted previously, further tailored guidance 
is needed on how to integrate the AI RMF recommendations into existing 
practices, which are often based on the CSF and Privacy Framework.  

• Designate clear ownership over AI risk management. While perspectives 
differed on who within the corporate structure should own AI risk, it is clear that 
integrating AI risk into enterprise risk management is dependent on defining 
ownership clearly. Since issues related to AI risk span many of the 
responsibilities of the standard corporate leadership positions, one option could 
be establishing a new chief AI officer role. If organizations are reluctant to create 
new positions, they may need to consider leveraging an existing internal forum 
or creating a new one that brings together the relevant organizational leaders to 
assess AI risk. However, for many smaller providers or organizations looking to 
deploy AI in a very narrow scope, assigning ownership of AI risk to an existing 
officer—or specific board member, for local providers—is likely preferable. 

• Remain cautious and informed before adopting newer AI technologies, 
particularly for sensitive or mission-critical tasks. On the positive side, older 
machine learning techniques have been extremely beneficial in cybersecurity, 
particularly anomaly and threat detection. However, for newer AI technologies 
such as generative AI, participants were in favor of sectors adopting a cautious 
and measured approach to adoption. Tools like MITRE’s AI Maturity Model can 
be helpful for providers to assess their ability and readiness to adopt AI 
systems.24 

AI Developers 

AI developers are producing new generative AI capabilities almost daily. These 
products have the potential to assist CI providers in the operation of their systems and 
their sector-specific use cases. However, many CI operators do not have the AI 
expertise to make informed risk management decisions. To assist CI operators, AI 
developers should: 
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• Engage in transparency best practices. This includes publishing information 
about models in the form of model cards or “nutrition labels,” similar to what 
has been proposed for Internet of Things devices.25 Participants also noted that 
increased information on training data provenance, which most AI developers 
currently do not provide, would be beneficial to evaluate risk associated with an 
AI system. Transparency on the results of model evaluations (for safety, 
security, or otherwise) and model vulnerabilities would also be valuable.  

• Improve trust by developing methods for AI interpretability and 
explainability. While the two terms are sometimes used interchangeably, 
interpretability generally refers to the ability to mechanistically analyze the 
inner workings of a model’s decision-making process, while explainability refers 
to providing post hoc explanations for a model’s behavior. While methodologies 
for both interpretability and explainability would help improve trust in AI 
systems, interpretability may be particularly important for logging and 
verification. Meanwhile, a lack of explainability is a major deterrent for CI 
operators considering adopting AI systems, especially for OT or customer-facing 
use cases. While these are evolving fields of research and participants 
acknowledged that there is currently no magic bullet for explainable or 
interpretable AI, continued investment in these fields could be beneficial for 
improving operators’ trust in AI systems.   
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