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This paper is the third installment in a series on “AI safety,” an area of machine learning research that aims to identify causes of unintended behavior in machine learning systems and develop tools to ensure these systems work safely and reliably. The first paper in the series, “Key Concepts in AI Safety: An Overview,” described three categories of AI safety issues: problems of robustness, assurance, and specification. This paper introduces interpretability as a means to enable assurance in modern machine learning systems.

Introduction

Interpretability, also often referred to as explainability, in artificial intelligence (AI) refers to the study of how to understand the decisions of machine learning systems, and how to design systems whose decisions are easily understood, or interpretable. This way, human operators can ensure a system works as intended and receive an explanation for unexpected behaviors.

Modern machine learning systems are becoming prevalent in automated decision making, spanning a variety of applications in both the private and public spheres. As this trend continues, machine learning systems are being deployed with increasingly limited human supervision, including in areas where their decisions may have significant impacts on people’s lives. Such areas include automated credit scoring, medical diagnoses, hiring, and autonomous driving, among many others. At the same time, machine learning systems are also becoming more complex, making it difficult to analyze and understand how they reach conclusions. This increase in complexity—and the lack of interpretability that comes with it—poses a fundamental challenge for using machine learning systems in high-stakes settings.

Furthermore, many of our laws and institutions are premised on the right to request an explanation for a decision, especially if the decision leads to negative consequences. From a job candidate suing for discrimination in a hiring process, to a bank customer inquiring about the reason for receiving a low credit limit, to a
soldier explaining their actions before a court-martial, we assume that there is a process for assessing how a decision was made and whether it was in line with standards we have set. This assumption may not hold true if the decisionmaker in question is a machine learning system which is unable to provide such an explanation. In order for modern machine learning systems to safely integrate into existing institutions in high-stakes settings, they must be interpretable by human operators.

**Why Are Modern Machine Learning Systems Not Interpretable?**

Many modern machine learning systems use statistical models called deep neural networks which are able to represent a wide range of complex associations and patterns. To understand why decisions by deep neural networks are hard to interpret, consider two types of systems that are interpretable.

One example is an earlier generation of AI systems which use human-specified rules instead of relying on data. As a simplified example, the autopilot system on an airplane uses a set of if-this-then-that rules to keep the plane on course—if the nose drops, lift it; if the plane banks left, roll a little right, and so on. While the rules in real systems are more complicated, they nonetheless allow humans to look back on system behavior and recognize which this triggered which that.

A second example is a linear model, a simple kind of machine learning model. Like all machine learning systems, a linear model uses number values called parameters to represent the relationship between inputs and outputs. For example, one could create a model to predict someone’s salary from their age and years of schooling, two explanatory variables. In a linear model, the main parameters would be one number value to be multiplied by the explanatory variable “age,” and one number to be multiplied by the other explanatory variable “years of schooling.” Determining what value those two parameters should take is the learning part of machine learning. For a linear model, good parameter values can be found by simple calculations that may take a computer less than a
second to perform. More importantly, because each parameter in a linear model is directly associated with one explanatory variable, understanding how the model works is simple. If, say, the parameter that gets multiplied by “age” is much higher than the parameter for “years of schooling,” then the model is predicting age is a more important determinant of salary.

Deep neural networks are different. By design, they have far more parameters than linear models, and each parameter is connected in complex ways with inputs and other parameters, rather than directly linking explanatory variables to the outcome that the model seeks to predict. This complexity is a double-edged sword. On one hand, models can represent highly complex associations and patterns, allowing them to solve problems previously considered out of reach for computers, including image recognition, autonomous driving, and playing the game of Go. On the other hand, unlike older or simpler computer systems, the internal functioning of each model is very difficult to understand.

At this point it is worth noting why the term “black box,” often used in this context, is not quite right to describe why deep neural networks are hard to understand. Machine learning researchers understand perfectly well how the mathematical operations underlying these systems work, and it is easy to look at the parameter values that make up the model. The problem lies in understanding how these millions (or even billions) of number values connect to the concepts we care about, such as why a machine learning model may erroneously classify a cat as a dog.

In other words, interpreting deep neural networks requires both the ability to understand which high-level features in the data—such as a certain part of an image or a specific sequence of words—affect a model’s predictions and why a model associates certain high-level features with a corresponding prediction—that is, how deep neural networks “reason” about data.
How to Make Modern Machine Learning Systems More Interpretable

Researchers are pursuing a range of different approaches to improving the interpretability of modern machine learning systems. A fundamental challenge for this work is that clear, well-defined concepts have yet to be developed around what it would mean for different types of systems to be interpretable. So far, interpretability research seeks to build tools making it somewhat more possible for a human operator to understand a system’s outputs and inner workings.

Figure 1. Examples of images and their corresponding saliency maps indicating which parts of the images contribute most to how a machine learning system trained on a large set of images would classify them.


Saliency maps are one popular set of tools for making modern machine learning systems used for computer-vision applications more interpretable. Broadly speaking, saliency maps visualize which areas of an image led to a model’s classification of the same image. For example, we might investigate why a deep learning model has learned to identify images of cats and dogs from a large dataset of cat and dog images labeled as such. If we wish to understand why the model classified an image of a German Shepherd as a dog, a saliency map may highlight the parts of the image containing features present in dogs, but not in cats (for
example, a large muzzle). In this way, a saliency map communicates to a human operator which part of the image prompted the machine learning system to classify the image as it did.

Another popular method for making deep neural networks more interpretable is to visualize how different components of the model relate to high-level concepts that may affect the model’s predictions—concepts such as textures and objects in image classifiers, grammar and tone in language models, or short-term vs. long-term planning in sequential decision-making models.  

Figure 2. A visualization showing examples of what different layers of an image classification network “see.” The left-most column, depicting an early layer, is picking up lines; middle layers are detecting textures and patterns of increasing complexity; later layers, shown on the right, are looking for objects.


Unfortunately, existing methods to make modern machine learning systems interpretable fall short; they typically only provide one angle from which to view the system instead of taking a holistic view. To fully understand how a machine learning system works, we must understand how the data and learning algorithm affected training, whether training could have resulted in a different model under modified training conditions, and how all of these factors ultimately affect the system’s predictions. At this time, our understanding of these questions is still very limited and the insights obtained from existing methods are fallible, require human supervision, and only apply to a small subset of application areas.
For example, the saliency maps in Figure 1 do shed some light on how the model in question works. One can see, for instance, that the model focuses on the dog to classify it as such, but identifies the sailboat in part by looking at the ocean. Saliency maps, however, do not help a human observer understand what might have led to different outcomes. Likewise, Figure 2 shows a method for understanding what the different parts of an image classifier detect. Unfortunately, looking at this type of visualization does not help a human operator evaluate whether the system is likely to be accurate, fair, or reliable.

The lack of a common, well-defined vocabulary for interpretable machine learning systems further exacerbates these shortcomings. Key concepts, such as trustworthiness, reliability, transparency, or verifiability, are often used loosely or interchangeably rather than referring to standardized or generally accepted technical definitions of such terms, making it difficult to measure progress and to accurately and reliably communicate research results to the public.

**Outlook**

Interpretability will allow us to understand potential failure modes for machine learning systems, enable regulatory compliance and audits, and reduce the risk of models with algorithmic or data-induced bias being deployed. Rendering modern machine learning systems like deep neural networks interpretable will help us ensure that any such system deployed in safety-critical settings works as intended. Unfortunately, while an active and ongoing area of research, existing approaches to achieving interpretability do not yet provide satisfactory solutions. It remains unclear when—or even if—we will be able to deploy truly interpretable deep learning systems. In the meantime, our best option may be to stick with simpler, more inherently interpretable models whenever possible.
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