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Executive Summary 

The challenge of identifying emerging areas and technologies in research is not new, 
but more data, new methods, and more computational power allow for novel 
approaches. We build on existing research to develop two new solutions for 
identifying research relevant to emerging technology areas, specifically artificial 
intelligence (AI), cybersecurity, as well as chip design and fabrication. First, we trained 
and deployed machine learning models to predict publication relevance to select 
emerging technology topics. Second, we assigned publications into research fields 
within those topics, based on a hierarchical research field taxonomy. We deployed our 
solutions for emerging technology topic classification and research field scoring over a 
large corpus of scientific literature. Our evaluated solutions reliably identify research 
relevant to important emerging technology areas, enabling analysis and monitoring of 
developments and applications in these areas. We share our publication-level 
predictions and top fields of study in open datasets. Through interactive tools, we 
enable researchers to make use of them for analysis. 

Background  

Classifying scientific literature is an important part of researching innovation, 
technological development, and scientific progress. Yet, it is a task that presents many 
challenges. The scientific literature is vast and quickly growing, field and discipline 
distinctions are blurry, and terminology is evolving. These challenges are especially 
salient when researching emerging technologies. For example, when the Center for 
Security and Emerging Technology (CSET) was founded in 2019, our research required 
overcoming an unsolved problem: How do we find research that is relevant to the 
development and application of AI?  

Researchers have leveraged different methods to identify topic-relevant research 
within the broader scientific literature (Gläser et al. 2017). A common approach is a 
keyword query, searching for publications that use a select set of words or phrases, 
often curated through expert input and sometimes supplemented with citation analysis 
or dynamic query expansion (Arora et al. 2013, Chou 2022, Huang et al. 2015, 
Mogoutov and Kahane 2007). Though practical, keyword queries are time-intensive to 
develop, evaluate and maintain, and run the risk of going stale.  
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Another approach, drawing on network analysis, is clustering scientific literature into 
concentrations of research based on citation linkages (Boyack and Klavans 2020, 
Klavans and Boyack 2011, Small et al. 2014, Waltman and van Eck 2012). At CSET, 
we maintain a set of citation-based research clusters (ETO 2023, Rahkovsky et al. 
2021, Toney 2021). By connecting literature via citations, the clustering approach 
helps expand the search and identify relevant research that might not use exact terms. 
However, citation-based clusters do not neatly correspond to specific topics and have 
variable performance as literature search tools (Bascur et al. 2023). 

Other approaches draw on advances in natural language processing (NLP). For 
example, assigning publications field relevance labels based on the proximity between 
embeddings of their publication text and text representing a given field of research, 
taken from Wikipedia articles and the academic sources they cite (Shen et al. 2018, 
Toney and Dunham 2022, Gelles and Dunham 2024). Another NLP approach involves 
fine-tuning transformer-based models (e.g., SciBERT, SPECTER) on dynamic, 
community-based subject tags (Dunham et al. 2020, Schoeberl et al. 2023) or 
programmatic labeling with expert-informed labeling functions (Ratner et al. 2020, 
Zhang et al. 2022). More recent research incorporates generative AI models into these 
solutions, using prompt engineering to enable large language model (LLM) data 
labeling and annotation for improved and more comprehensive training data (Tan 
2024, Toney-Wails et al. 2024). 

Problem 

Beyond classifying research into subjects or topics, it is especially difficult to determine 
research relevance to emerging technologies. Widely-applicable classification criteria 
and general field taxonomies typically group research according to traditional 
academic disciplines (e.g., biology, psychology), making it difficult to surface research 
relevant to domains like AI, which span research areas, evolve quickly, and involve 
concepts that are poorly defined or lack consensus (Dunham et al. 2020, Krafft et al. 
2019). This means many “off-the-shelf” classification solutions are not suited for 
analysis of research relevant to AI and other emerging technologies. 
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Meanwhile, building in-house, project-specific solutions is not feasible for many 
researchers. The classification approaches outlined above are resource-intensive. They 
require access to subject-matter experts, data science and engineering teams, and 
troves of data and computational resources. This leaves many researchers to rely on 
suboptimal but less resource-intensive solutions. Even with new open resources like 
OpenAlex (Priem et al. 2022), Semantic Scholar (Lo et al. 2019), and SciSciNet (Lin et 
al. 2023), the task of identifying research relevant to emerging technologies takes time 
and a well-resourced team.  

Solutions 

To address this problem, we developed two solutions for identifying research relevant 
to emerging technology topics and incorporated them into open resources. First, we 
classified research publications into select emerging technology topics by training 
machine learning models to predict publication relevance to the topics. This solution 
provides publications relevant to three emerging technology topics––cybersecurity, 
LLM development, and chip design and fabrication––expanding CSET’s existing set of 
topic classifications for AI, computer vision, NLP, robotics, and AI safety (Dunham et al. 
2020, Schoeberl et al. 2023, ETO 2023). Second, we categorized research publications 
according to their fields of study by computing publication field scores. This solution 
resulted in publication field scores for more than 1,100 fields of study, with a focus on 
fields within AI, cybersecurity, biotechnology, and chip design and fabrication.  

Both solutions were deployed over CSET’s merged academic corpus, containing over 
260 million publications compiled from six scholarly literature databases: Clarivate’s 
Web of Science, OpenAlex, Semantic Scholar, the Lens, arXiv, and Papers With Code.* 
We deduplicated publications following the method outlined in our public code 
repository. We extracted six document identifiers (DOI, citations, normalized abstract, 
normalized author names, normalized title, and publication year) for each document. 
Where certain sets of identifiers between documents are equal, we assigned those 

 
* Certain data included herein are derived from Clarivate Web of Science. Copyright Clarivate 2024. All 
rights reserved. 

https://webofscience.com/
https://www.lens.org/
https://github.com/georgetown-cset/article-linking
https://github.com/georgetown-cset/article-linking
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documents the same merged ID.* The remaining articles were included in the final 
corpus as unique documents. We selected merged document metadata using 
heuristics like metadata source quality and frequency of appearance. Data pipelines 
needed to maintain these datasets were written using Apache Airflow and Apache 
Beam. 

Emerging Technology Topic Classification 

For the first solution, we developed machine learning models to predict relevance to 
three emerging technology topics for English-language publications in our corpus: 
cybersecurity, LLM development, and chip design and fabrication.† We selected these 
topics because they are emerging in the sense that they are evolving rapidly, driving 
innovation, and motivating policy debate, but do not fit neatly within traditional 
subjects or disciplines. Priority areas were selected in consultation with subject-matter 
experts at CSET and academic researchers studying scientific innovation and 
technological development. 

To identify cybersecurity research, we trained a model on arXiv data, following the 
method used for our AI, computer vision, NLP, and robotics research classifiers 
(Dunham et al. 2020, ETO 2023). Articles in arXiv include subject tags that are initially 
provided by arXiv authors and revised by arXiv editors as appropriate. Leveraging 
those subject tags, we trained SPECTER (Cohan et al. 2020), a transformer language 
model pre-trained on scientific text, to predict cybersecurity relevance for all English-
language publications in our corpus.  

To identify LLM and chip research, we took a slightly different approach. For these 
topics, we applied a series of prompts to a generative LLM, specifically Google’s 
Gemini 1.5 Flash. In the first prompt, we instructed the LLM to write a one-sentence 
summary of the work described in a publication’s title and abstract, to include the 

 
* We consider articles that match on their normalized title, normalized abstract, citations, or DOIs, plus 
either one other identifier in that set, publication year, or normalized author last names, to be the same 
article. Titles, DOIs, or abstracts that occur more than 10 times in the corpus are excluded from the set 
of data that can be used to match. We also merge articles based on vendor-provided cross-dataset 
links. For more details, see this description. 

† We also updated our existing AI classifier (Schoeberl et al. 2023), originally developed in 2019, and 
experimented with using GPT-3.5-Turbo and GPT-4 for data annotation (Toney-Wails et al. 2024). 

https://github.com/allenai/specter
https://github.com/georgetown-cset/article-linking
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motivation and then the problem or research task(s) addressed and the methods 
applied. Then, in a second prompt, we instructed the model to classify each 
publication, based on the summary output from the first prompt, as relevant to the 
development of LLMs, chip design and fabrication, or neither. 

This zero-shot approach offered substantial efficiency gains. For each model, we 
manually labeled a small set of papers for use in prompt development. We then drew 
and labeled a larger random sample for evaluation purposes (see Table 1), but overall 
annotated many fewer papers than would have been necessary under a supervised 
approach. 

Running our emerging technology topic classification models over our corpus identified 
507,828 cybersecurity relevant publications, 58,764 LLM development publications, 
and 1,198,381 chip design and fabrication publications published since 2010, as 
displayed in Table 1.*  

Table 1. Emerging Technology Topic Classification Evaluation and Results 

Topic Number of Publications Precision Recall F1 

Cybersecurity 507,828 0.8 0.75 0.77 

LLM development 58,764 0.88 1.0 0.93 

Chip design and fabrication 1,198,381 0.86 0.73 0.79 

Source: CSET merged academic corpus. 

Fields of Study  

We also expanded our scientific publication field scoring beyond Microsoft Academic 
Graph’s field of study taxonomy (Shen et al., 2018). This taxonomy contains a 
hierarchy of scientific concepts (fields of study), ranging from high-level L0 fields like 
computer science and biology, to more granular L1-L3 fields. L1 includes broader 

 
* For exploratory analysis of cybersecurity relevant publications, see Emerging Technology Observatory 
blog posts, “Key trends in global cybersecurity research: growth, leaders, dark horses” and “Hot topics in 
cybersecurity research: insights from the Map of Science” at https://eto.tech/blog/. 

https://eto.tech/blog/
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subfields such as AI and immunology, while L3 includes narrower subfields like 
cryptography and differential privacy.  

Our previous research updated and expanded MAG’s field of study (Toney and 
Dunham 2022), assigning field scores for the 19 L0 fields to all English-language 
publications in our corpus. That involved representing field descriptions and 
publication abstracts and titles in embedding form. We used Wikipedia pages and 
their academic references to create field text embeddings using a FastText 
(Bojanowski et al. 2017) model pre-trained on a corpus of scientific literature. Then we 
computed the cosine similarities between field text embeddings and publication text 
embeddings to measure the relevance of each field to each publication.  

We then expanded our solution to include 1,089 L1-L3 fields (Gelles and Dunham 
2024). We did not expand to all L1-L3 fields in the original MAG taxonomy. Instead, 
we focused on 284 L1 fields and 805 L2 and L3 fields, identified in consultation with 
subject-matter experts as relevant to emerging technologies of interest. The selected 
L2 and L3 fields fall under the following L1 fields: artificial intelligence, computer 
security, semiconductors, genetics, virology, immunology, neuroscience, biotechnology, 
and bioinformatics. 

As before, we took the Wikipedia text and text of the page’s citations as a 
representation of the chosen field. In cases where a field did not have a specific 
Wikipedia page, we identified sections of related Wikipedia pages to substitute. We 
used the extracted text to compute our embeddings for each chosen field and use 
cosine similarity to calculate a similarity score between fields and publications in our 
corpus. For our 207,231,266 publications, we calculated 230,026,705,260 initial field 
scores.  

Each publication received a field score for each of the 1,108 fields, indicating relevance 
to each field. We assigned "top fields" to each publication using the three highest 
scoring fields at each level of the taxonomy (L0-L3).* We first identify the top L0 and L1 

 
* We consider “top fields” as useful for describing a publication or for assessing the distribution of 
publications across fields, but note that they are not directly comparable across different fields. For 
example, a publication assigned a top L0 biology and a publication assigned a top L0 computer science 
will not necessarily have the same relevance to that L0 field.  
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fields for a publication, and then within each of those fields, we identify the top L2 and 
L3 fields. For example, to assign a publication’s “top” L2 and L3 fields as cryptography 
and differential privacy, one of its “top” L0 fields must be computer science and a “top” 
L1 field must be computer security.* Figure 1 displays the count of publications in our 
corpus by highest scoring L0 field. 

Figure 1. Publication Counts by Top L0 Field of Study 

 
Source: CSET merged academic corpus. 

 
* This requirement applies only to the scores for the included fields. Because we did not include all L2 
and L3 fields (from the original MAG taxonomy), and rather focused on 805 L2 and L3 fields that fall 
under a subset of L1 fields, publications did not get a field score for all possible L2 or L3 fields.  
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We evaluated the field scores in several ways. For one, we expected pairwise cosine 
similarities for related fields to be closer together. We find that fields like computer 
science and engineering or business and economics have relatively high cosine 
similarities, while fields that are less related like biology and political science have low 
cosine similarities. We also inspect the relative position of fields in the embedding 
space using t-Distributed Stochastic Neighbor Embedding (t-SNE) to locate the 250-
dimensional field embeddings in a 2-D plane. We see intuitive groupings like artificial 
intelligence and human computer interaction, computer security and computer 
networks, and computer architecture and operating systems near each other in the t-
SNE plot. 
 

Implementation 

We deployed our solutions for emerging technology classification and research field 
scoring over our merged academic corpus. This enables novel analysis at CSET, but 
also provides the foundation for open data and analytic resources. We provide an open 
dataset of our emerging technology topic classifications for all publications in 
OpenAlex. We also provide an open dataset of country research output for our AI-
related topics in our Country AI Activity Metrics.* We provide our code and data in a 
GitHub repository. 
 
We also enable exploration of this data through our interactive online tools. Our 
Research Almanac displays data on research output and producers in each emerging 
technology topic. Our Map of Science displays clusters of research which can be 
filtered according to the emerging technology topics. Our Private-sector AI-Related 
Activity Tracker (PARAT) includes data on company publishing activity in our AI-
related topics, while our Country Activity Tracker (CAT) displays country research 
output for our AI-related topics. 
 
 
 
 

 
* These datasets are available on CSET’s Emerging Technology Observatory at https://eto.tech/datasets/ 
and on Zenodo at https://zenodo.org/records/13836025 and https://zenodo.org/records/14183470. 

https://github.com/georgetown-cset/emerging-tech-topics
https://eto.tech/tools/
https://eto.tech/datasets/
https://zenodo.org/records/13836025
https://zenodo.org/records/14183470
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