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Executive Summary 
 
For all the attention given to how the U.S. military should plan for great power 
competition with China—and the role of artificial intelligence in that 
competition—U.S. observers have spent far less time discussing Chinese 
perspectives of the same. English-language studies that do focus on the role 
of AI in China’s military outlook have rightly focused on the corpus of high-
ranking military leaders’ statements and official PLA planning and policy 
documents. But high-level strategic plans are poor indicators of AI 
development in practice, and risk criticism that public statements from Beijing 
should be dismissed as “cheap talk.”1  
 
A supplementary approach to understand the Chinese military’s thinking on 
AI is to read what People’s Liberation Army (PLA) officers, defense industry 
engineers, and academics involved in the day-to-day development and 
deployment of AI are writing about the technology.  
 
This study constructs a framework for systematically assessing arguments 
about AI’s effect on military capabilities and strategic stability. It applies the 
framework to 58 journal articles written from 2016–2020 by PLA officers, 
defense industry engineers, and academics at leading Chinese universities 
(hereafter “experts”) about artificial intelligence and future weapons systems.  
 
Key findings include the following:  
 
1. Chinese experts forecast that AI will improve detection, targeting, and 
strikes against military targets. They are optimistic about the advantages of 
machine learning to track or strike at forces and lower the costs of signaling 
or deploying force—primarily through intelligent munitions, unmanned aerial 
vehicles, and intelligence, surveillance, and reconnaissance (ISR) software. 
At the same time, Chinese experts were concerned that a reliance on AI 
would leave systems vulnerable to adversarial examples, and that cyber 
vulnerabilities could threaten command and control systems. 
 
2. Chinese experts believe advances in AI will undermine strategic stability, 
both in general and in terms of China’s deterrence relationship with the 
United States. They most often argued that AI could increase the risk of 
miscalculation or escalation in conflicts and reduce the ability to retaliate. 
Chinese experts are particularly concerned that American advances in AI 
could overwhelm Chinese air defenses, increase the vulnerability of Chinese 
command and control systems, or reduce China’s time to respond to an 
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imminent attack—mainly as a result of the AI-enabled AGM-158C Long 
Range Anti-Ship Missile, automated vulnerability detection and exploitation 
in cyberspace, or decision support and training software. 
 
3. Chinese experts tend to overestimate U.S. military AI capabilities, relative 
to open-source reporting. Chinese discussions of U.S. AI projects resemble 
Cold War concerns over a “missile gap” between the United States and the 
Soviet Union. Chinese experts overestimated U.S. capabilities, at times citing 
outdated or inaccurate projections of U.S. investments and force postures that 
make use of “intelligentized” weapons (智能化武器).  
 
4. Chinese machine learning engineers face significant hurdles in developing 
and deploying AI applications, including constraints on the technical literacy 
of service members and the availability of data and computing power. At the 
same time, they worry that Chinese advancements in AI could proliferate 
outside the country, and have taken steps to secure information and prevent 
technology transfer to the United States. 
 
Policy Recommendations 
 
American readers might find comfort in the fact that Chinese experts think U.S. 
AI capabilities exceed their own. However, many Chinese experts remain 
concerned that AI developments in either country could undermine strategic 
stability or risk unintended escalation. An effective U.S. strategy to contain 
Chinese military AI development should preserve America’s apparent 
advantages in AI while minimizing the impulse to race toward unpredictable, 
unproven weapons systems. At the same time, the United States can take 
steps to mitigate concerns about escalation risks. 
 
1. Maintain the U.S. AI advantage by constraining the PLA’s access to data, 
personnel, and critical advanced semiconductors. This report challenges the 
notion that the U.S. military lags behind the PLA in a race to adopt AI. Rather, 
Chinese journal articles in this study indicate that the PLA faces three major 
obstacles in adopting AI: limited access to data, insufficient security 
clearances and technical literacy among personnel, and a dearth of high-end 
microprocessors required to develop and run advanced neural networks. U.S. 
policymakers would be remiss to ignore the PLA’s struggles. The U.S. 
government has several tools at its disposal to improve U.S. advantages in 
data, personnel, and hardware, while restricting the Chinese military’s access 
to the same. 
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2. Avoid arms racing. Rather than immediately pursue the most promising AI 
capabilities, U.S. military leaders should carefully consider the costs and 
benefits of developing certain AI systems—for example, an ISR system 
designed to autonomously track Chinese road-mobile transporter-erector-
launchers.2 It is unclear whether or to what extent China may hold back AI 
development in response to U.S. restraint. However, Chinese experts 
frequently point to their capability gap with the United States as justification 
for accelerating research and investment in AI and intelligent weaponry. 
 
3. Mitigate escalation risk. To reduce the risk of miscalculation or inadvertent 
escalation, the United States must actively coordinate with rival powers.3 
Maintaining a stable nuclear future will demand that the United States 
undertake both confidence-building measures and assertive negotiations with 
Chinese counterparts. U.S. negotiations with China to proscribe certain 
autonomous weapons or AI capabilities should remain separate from 
broader efforts to constrain China’s nuclear arsenal. 
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Introduction 
 
In the last minutes of Stanley Kubrick’s Dr. Strangelove, when pressed as to 
why his country had developed such an outrageous, automated “doomsday 
machine,” Russian ambassador Alexei de Sadeski replies that it had “cost us 
just a small fraction of what we'd been spending on defense in a single year. 
But the deciding factor was when we learned that your country was working 
along similar lines, and we were afraid of a doomsday gap.” Kubrick’s film is 
celebrated for its gallows humor and incisive critique of deterrence theory. But 
56 years later, the central plot device—“an automated and irrevocable 
decision making process which rules out human meddling”—is being 
discussed to varying degrees by militaries worldwide.4  
 
As research and investment in artificial intelligence has climbed, military 
analysts and academics have questioned how AI could affect the future of 
warfare.5 But U.S. defense planners have paid far less attention to Chinese 
experts’ attitudes toward AI—in part because accessible, English-language 
analyses of Chinese thinking are limited.6  
 
This study is a structured meta-analysis of Chinese scholarship. It constructs a 
framework for systematically assessing Chinese arguments about artificial 
intelligence and strategic stability, and applies that framework to 58 papers 
published between 2016 and 2020 by Chinese military officers, defense 
industry engineers, and scholars at leading civilian universities. Chinese 
experts vary in which features of AI technology they assume to be the most 
important, the effects they expect AI to have on military operations, and the 
strategic effects of improved or reduced warfighting capabilities. 
 
The study first summarizes Chinese and American conceptions of AI and 
strategic stability, then details the methodology for extracting arguments from 
Chinese literature. The bulk of the paper quantifies and analyzes how 
Chinese experts expect AI will affect future warfare. It concludes by 
highlighting three major obstacles the PLA faces in developing and deploying 
AI and intelligent weapons: limitations in data collection and processing, 
workforce issues, and access to microprocessors. 
 
Chinese and American Conceptions of Artificial Intelligence 
 
Notwithstanding the Chinese government’s narrow definition of lethal 
autonomous weapon systems, Chinese and American experts generally 
agree on descriptions of how automation and autonomy function in 
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weapons.7 Like their American counterparts, Chinese scientists and 
academics envision applying artificial intelligence to “weaponized platforms 
and auxiliary operating systems, including intelligent command and control 
systems, drones, unmanned vehicles, ground robots, unmanned surface 
boats, unmanned submersibles,” among other platforms.8 Collectively, the 
Chinese journal articles in this study refer to at least 12 discrete applications 
of artificial intelligence, comprising both “intelligentized” weapon platforms 
and software. These include autonomous or unmanned aerial, surface, 
undersea, or ground vehicles; intelligent munitions; intelligent satellites; 
intelligence, surveillance, and reconnaissance (ISR) software; automated 
cybersecurity software; automated cyberattack software; decision support 
software; automated missile launch software; and software used in cognitive 
electronic warfare. 
 
“Artificial intelligence” itself is famously difficult to define. There are real 
differences between AI, machine learning, automation, and autonomy, but it 
is beyond the scope of this paper to disambiguate them at the technical level.9 
The Chinese papers included in this study refer broadly to artificial 
intelligence (人工智能) and machine learning (机器学习), which can 
encompass autonomy (自主) and automation (自动化) to varying degrees. 
Chinese journal articles in this study tended to describe AI as a technology 
that uses machine-based algorithms in conjunction with large datasets to 
produce improved, iterated learning. They refer to AI in weapons systems as 
including autonomy or automation related to decision-making.  
 
However, in predicting the effect of artificial intelligence on future warfare, 
both Chinese and American scholars often conflate the benefits of autonomy 
and remote control. Myriad articles predict that autonomous weapons will 
lower the economic and political costs of signaling or deploying military 
force, yet these are not unique features of artificial intelligence or autonomy: 
humans are already absent from remotely piloted UAVs.10 Writing for Military 
Digest (军事文摘), Ding Ning and Zhang Bing clarify succinctly: “Unmanned 
weapons are not equivalent to intelligentized weapons. Only when weapons 
and equipment have changed qualitatively from ‘automation’ to ‘autonomy,’ 
with the characteristics of ‘autonomy’ and ‘intelligence,’ can they be called 
‘intelligentized’ weapons and equipment.”11 Within this study, however, the 
author does not discriminate between Chinese experts’ arguments about 
artificial intelligence and those seemingly predicated on the unmanned nature 
of certain weapons platforms. 
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Chinese and American Conceptions of Strategic Stability 
 
The notion of “strategic stability” is ambiguous among American nuclear 
scholars. Writing for the Army War College, Elbridge Colby and Michael 
Gerson refer to at least three types of stability: first-strike stability, whereby all 
parties understand that “massively launching first—whether to avoid being 
neutered or to try to disarm one’s opponent—would be either unnecessary or 
foolish”; crisis stability, in which leaders do not feel “pressures, including 
psychological ones, that would push a crisis towards spinning out of control”; 
and arms race stability, a situation where adversaries pursue changes in force 
structure “manifestly designed to conform to the enduring reality of mutual 
vulnerability rather than as plausible attempts to gain strategic superiority.”12  
 
Chinese military experts do not depart wildly from American academics in 
their descriptions of strategic stability (战略稳定). Several papers in this study 
discuss the concepts of first-strike stability, crisis stability, and arms race 
stability, or taxonomize the concepts identically to Colby and Gerson.13 
However, Chinese experts depart from Americans in which capabilities they 
consider to be destabilizing, according to their different security 
environments, military capabilities, and world outlooks.14  
 
Chinese defense planners are more optimistic about their ability to control 
escalation in crises than their American counterparts, which has led some 
American analysts to argue against pursuing a damage-limitation or 
counterforce nuclear strategy.15 But differing perspectives on the “clandestine 
counterforce hedge”—the idea that capabilities that make winning a war 
more likely can make deterrence more likely to fail, because they undermine 
the precarious balance of terror that underpins stability—have been a sticking 
point in American interpretations of Chinese nuclear policy.16 While some 
U.S. scholars have pointed to the counterforce hedge as a reason to doubt 
China’s “No First Use” nuclear policy or more seriously consider the 
possibility Beijing will pursue greater automation, others have interpreted 
Chinese confidence in escalation control as a reason to trust the credibility of 
its NFU commitment.17 
 
Among the papers in this study, Chinese experts often pointed to the 
counterforce hedge to criticize the development of U.S. military capabilities, 
but not their own. According to Jiang Jingchun, a PLA Army Captain at 
China’s National University of Defense Technology, there are two goals in 
accelerating the development of military intelligence and situational 
awareness: to “modernize China’s national defense and build a world-class 
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military,”18 and to “enhance our ability to control crises and contain wars, 
thereby maintaining regional and world peace.”19  
 
What the warfighting effects of AI will be, which capabilities should be 
considered stabilizing, and under what conditions, are the central axes 
around which Chinese and American defense scholars differ in their beliefs 
about AI and strategic stability.20 But despite Chinese military planners’ 
optimistic view of escalation control, Chinese journal articles in this study 
concluded overwhelmingly that artificial intelligence will be strategically 
destabilizing. 
 
Scope and Methodology 
 
Several conditions limit the findings of this study. First, artificial intelligence is a 
burgeoning area of scholarship; this paper narrowly describes how Chinese 
experts think AI will or is likely to be applied in future warfighting and 
deterrence scenarios. Second, some translation errors may have occurred. 
Fluent Chinese speakers at CSET translated many of the documents and 
checked the quotations, but machine translation largely informed the analysis. 
Third, this study measures how frequently Chinese experts made certain 
arguments about AI and warfighting; the upper echelons of Chinese military 
leadership may not buy into the ideas being presented in academic journals. 
Additionally, these findings rely on published, scholarly literature in China. 
While comprehensive, the database used—the China National Knowledge 
Infrastructure—may inadequately capture the most influential Chinese thought 
on these issues or overlook emerging ideas in technical fields. Finally, the 
paper categorizes constituent parts of larger Chinese arguments about 
warfighting and deterrence; the author could have misunderstood or 
mislabeled some of the papers in the dataset.  
 
Of the 58 papers included in this study, 18 were by authors directly affiliated 
with the People’s Liberation Army or its military academies; 26 were by 
researchers or engineers employed in China’s defense industry; 10 were by 
professors working at civilian universities; two were published by the Chinese 
government (by the Ministry of Foreign Affairs and the China Patriotic 
Engineering Federation); and two lacked authors or otherwise did not list an 
affiliation. 
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A Framework for Understanding Arguments About AI 
 
This study categorizes Chinese experts’ arguments according to two 
independent variables (features of AI and the types of systems in which AI is 
situated) and three dependent variables (warfighting capability, strategic 
effect, and net effect on strategic stability). This framework also records some 
context for Chinese authors’ arguments, including which country they argue 
might use AI or experience its effects. The overall framework is summarized in 
this table: 
 
Table 1. A Framework for Deconstructing Arguments About AI. 

A feature of AI in a type of system 
operated by a 

country can alter 

Improved Efficiency 
of Operations 

   

Removal of Human 
Judgment 

 

Novelty or 
Uncertainty About 

Weapon 
Functionality 

 

The Networked and 
Blended Nature of 
Information Relays 

 

Susceptibility to 
Adversarial 
Examples* 

 

UAV     
USV  

UUV  
UGV  

Intelligent Munition 
Intelligent Satellite   

ISR Software 

Automated Cyber 
Defense    

Automated Cyberattack  
Decision Support  

Automated Missile 
Launch  

Cognitive Electronic 

Warfare 

A Country 
 

OR 
 

Its Adversary 
 

 
 
 

 
 

 
 

 

Increase 
 

OR 
 

Reduce 
 

 
 
 

 
 
 
 

a warfighting 
capability for a country’s military, thereby producing a strategic effect. 

Attack Response 
Time 

 

Probability of 
Technical Failure 

 

Cost of Signaling or 
Expending Force 

A Country 
 

OR 
 

Its Adversary 
 
 
 

Increase 
 

OR 
 

Reduce 
 

 
 

 

Risk of 
Miscalculation or 

Unintended/Inadver
tent Escalation 

 

Favorability of 
Preemptive Strike 

 
* Adversarial examples are “inputs to machine learning models that an attacker has 
intentionally designed to cause the model to make a mistake; they’re like optical illusions for 
machines.” See “Attacking Machine Learning with Adversarial Examples,” OpenAI, 
February 24, 2017, https://openai.com/blog/adversarial-example-research/.  
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Capability to Find 
and Track Strategic 

Forces 
 

Capability of Air 
Defense 

 

Vulnerability of 
Command and 
Control Systems 

 

Capability to Strike 
at Enemy Forces 

 

 
 
 

 
 
 

 

Frequency of 
Flashpoints or Low-

Level Conflicts 
 

Ability to Persuade 
an Adversary to 

Back Down 
 

Ability to Respond to 
an Attack 

 

Expectation of 
Future Vulnerability 

 

This effect can be considered stabilizing or 
destabilizing in terms of different stability types. 

 

Stabilizing 
 

OR 
 

Destabilizing 
 

 

First-Strike Stability 
 

Crisis Stability 
 

Arms Race Stability 
 

 
Extracting Causal Arguments About AI and Warfighting 
 
The author read 123 papers hosted in China National Knowledge 
Infrastructure (CNKI) and deconstructed the assumptions of each argument 
that related AI to warfighting according to the framework presented above. A 
full breakdown of Chinese papers used in this study can be found in the 
Appendix. Each paper made several arguments about a wide variety of 
issues, but only 58 papers directly and specifically related artificial 
intelligence to future warfighting capabilities.  
 
Reading and interpreting written arguments is necessarily subjective. This 
study adopted an inductive and iterative coding process based on three 
variables: all arguments in the paper identified a unique feature of artificial 
intelligence (IV-1) which, when situated in a type of weapon system (IV-2), 
would produce some kind of operational effect (DV-1).† For example: 

 
 
 

 
† The number of possible arguments (10,080) is constrained by the literature selected. When 
encountering a new argument that did not fit the existing model, the author added additional 
categories as appropriate. For example, the author did not expect Chinese experts to discuss 
“generic” AI, nor intelligent satellites, and added those options ad hoc. Other Chinese 
papers could have made arguments not rationalizable according to the model above. 
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The [absence of human operators] in [unmanned aerial vehicles] operated by 
[the United States] can [reduce] the [cost of signaling or expending force] for 
[the United States]. 
 
The [susceptibility to adversarial examples] in [ISR software] operated by 
[China] can [increase] the [probability of technical failure] for [China]. 
 
The [improved efficiency of operations] in [automated cyberattack software] 
operated by [the United States] can [increase] the [vulnerability of C2 systems] 
for [China]. 

 
Chinese experts tended to discuss each variable in the following ways: 
  
Features of AI: When discussing why AI would produce an operational effect, 
Chinese experts referred to at least one of five features of the technology: (1) 
its ability to improve efficiency and scalability, mainly by reducing the size, 
weight, power, or cost of operations; (2) the removal of humans from 
decision-making or combat; (3) novelty or uncertainty about weapon 
functionality; (4) the networked and blended nature of information relays in 
distributed networks; or (5) the susceptibility of machine learning systems to 
adversarial examples.21 
 
Types of Systems: In making arguments, Chinese experts frequently discussed 
how AI could be applied in discrete military applications. This study identified 
12 categories of military applications of AI: UAVs, USVs, UUVs, UGVs, 
intelligent munitions, intelligent satellites, ISR software, automated cyber 
defense software, automated cyberattack software, decision support 
software, automated missile launch software, and cognitive electronic 
warfare software.22 The dataset also identifies whether the argument was 
specifically about the effect of a swarm of vehicles, as opposed to an 
individual platform. In some cases, Chinese experts did not specify an 
application; these cases are labeled “generic AI.” 
 
Actors: Chinese experts often discussed how AI could affect military 
operations in the abstract, and only sometimes specified whether they were 
referring to military applications belonging to the United States or China. 
Several other articles specifically reviewed the advantages of Russian, 
Japanese, or Israeli AI capabilities. Data coding distinguishes between when 
Chinese experts discussed reducing some adversary’s capability, as opposed 
to improving one’s own. 
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Effects on Military Operations: The dependent variable—the warfighting 
capability AI could improve or impair—was the most difficult to code. Chinese 
experts generally concluded that AI would increase or reduce one of seven 
features of wartime operations: (1) attack response time; (2) the cost of 
signaling or expending force; (3) the capability to find and track strategic 
forces; (4) the capability of air defense systems; (5) the vulnerability of 
command and control systems; (6) the capability to strike at enemy forces; or 
(7) the probability of technical failure.23 
 
In turn, many scholars went on to extrapolate their arguments, predicting that 
operational effects of AI would produce a secondary dependent variable, 
strategic effect (DV-2) of consequence to national security. For example: 
 

By [reducing] the [capability of air defense] for [China], AI would [increase] the 
[probability of a preemptive strike].  
 
By [reducing] the [attack response time] for [the United States], AI would 
[increase] the [risk of miscalculation or escalation]. 
 
By [increasing] the [ambiguity between conventional and nuclear forces] for 
[China], AI would [increase] the [ability to persuade adversaries to back down 
in a crisis]. 

 
Effects on Strategic Planning: The predicted strategic effect of AI varied 
according to the changes in military capabilities Chinese experts expected AI 
would bring about. They generally concluded that AI would increase or 
reduce one of six features related to deterrence: (1) the risk of miscalculation 
or escalation; (2) the favorability of a preemptive strike; (3) the frequency of 
flashpoints or low-level conflicts; (4) the ability to persuade adversaries to 
back down in a conflict; (5) the ability to respond to an attack, or (6) the 
expectation of future force vulnerability. 
 
Effects on Strategic Stability: Finally, some scholars even went so far as to 
predict a net effect on strategic stability (DV-3), in general or specifically in 
terms of China’s relationship with the United States. For example: 
 

By [increasing] the [favorability of a preemptive strike], AI would be 
[destabilizing] in the context of [first-strike stability]. 
 
By [increasing] the [probability of miscalculation or escalation], AI would be 
[destabilizing] in the context of [crisis stability]. 
 
By [decreasing] the [expectation of future vulnerability], AI would be 
[stabilizing] in the context of [arms race stability]. 
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How Chinese Experts Expect AI Will Affect Future Warfare 
 
This study identified 122 arguments that related AI to warfighting capabilities, 
presented across 58 of the original 123 papers in the dataset.‡ These are 
Chinese experts’ eight most common arguments about how AI could affect 
military operations, and the number of times they were presented across the 
articles in this study: 
 
Table 2. Chinese Experts Predict AI Will Make Military Forces More 
Vulnerable. 

Predicted Effect of AI on Military Operations Count 

The improved efficiency of operations in intelligent munitions operated 
by a country can increase the capability to strike at enemy forces for 
that country. 

11 

The improved efficiency of operations in ISR software operated by a 
country can increase the capability to find and track strategic forces for 
that country. 

10 

The improved efficiency of operations in UUVs operated by a country 
can increase the capability to find and track strategic forces for that 
country. 

6 

The absence of humans in UAVs operated by a country can reduce the 
cost of signaling or expending force for that country. 

6 

The improved efficiency of operations in automated cyberattack 
software operated by a country can increase the vulnerability of C2 
systems for its adversary. 

5 

The improved efficiency operations in automated cyber defense 
software operated by a country can reduce the vulnerability of C2 
systems for that country. 

5 

The improved efficiency of operations in UAVs operated by a country 
can increase the capability to find and track strategic forces for that 
country. 

5 

The networked and blended nature of information relays in UAVs 
operated by a country can increase the capability to strike at enemy 
forces for that country. 

5 

Other arguments made fewer than five times each, across the literature. 69 

 

 
‡ Sixty-five papers did not expressly make an argument about how AI would affect 
warfighting capabilities. Of the 58 papers that did, scholars frequently repeated similar 
arguments. 



Center for Security and Emerging Technology | 15 
 

Chinese experts were most optimistic that “intelligentized” weaponry, 
unmanned aerial vehicles, and ISR software would improve warfighting 
capabilities for both themselves and their adversaries. They most commonly 
believed AI would improve the ability to track and strike at enemy forces, 
while reducing the cost of signaling or expending force.  
 
Figure 1. Counts of Expected Improvements in Warfighting Capabilities, by 
Application of AI. 
 

 
However, scholars also forecasted that AI writ large, in particular decision 
support and automated cyberattack software, would increase the 
vulnerability of command and control systems and the probability of technical 
failure in military systems, while reducing the capability of air defenses. 
 
Figure 2. Counts of Expected Reductions in Warfighting Capabilities, by 
Application of AI. 
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Largest Perceived Threats to China’s Military from U.S. AI 
 
In 12 cases, Chinese experts argued that a specific U.S. application of AI 
would threaten China by reducing the capability of Chinese air defenses, 
increasing the vulnerability of Chinese command and control systems, or 
reducing the PLA’s time to respond to an attack. 
 
Table 3. Chinese Experts Worry U.S. Military AI Developments Will Threaten 
China 

Predicted Effect of U.S. AI Application Count 

Reduces the capability of Chinese air defenses 6 

Increases the vulnerability of Chinese C2 systems 4 

Reduces PLA’s time to respond to an attack 2 

 
Chinese experts most frequently voiced concerns about: 
 

• The AI-enabled AGM-158C Long Range Anti-Ship Missile 
(LRASM).24 Developed by Lockheed Martin, the LRASM can 
autonomously detect a preprogrammed target, descend toward it, 
verify the target, and detonate.25 It is designed for use against “high-
priority enemy targets like aircraft carriers, troop transport ships, and 
guided-missile cruisers.”26 

• Software designed for automated computer vulnerability 
exploitation.27 Xu Guibao, Senior Project Director at the China 
Academy of Information and Communication Technology (中国信息
通信研究院) and principal author of China’s “Three-Year Action Plan 
for Promoting Development of a New Generation AI Industry,” 
estimated that the U.S. National Security Agency could “remotely 
attack about 70 percent of Windows machines worldwide,” posing 
serious risks to Chinese consumers and industries that use the 
operating system.28 

• The “ALPHA” air combat simulation software developed at the 
University of Cincinnati. 29  ALPHA is a training simulation tool for 
unmanned combat air vehicles that aims to “increase autonomous 
capabilities to allow mixed combat teams of manned and unmanned 
air fighters to operate in highly contested environments.”30 
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Implications for Strategic Stability 
 
Fewer Chinese experts argued artificial intelligence would change war at a 
more fundamental, strategic level. Of the 122 arguments that discussed how 
AI would affect military operations, Chinese experts predicted a broader 
effect on strategic planning in only 32 cases (26 percent). Chinese experts 
were most concerned that AI would increase the risk of miscalculation or 
escalation in a crisis, and that AI systems would reduce the ability to respond 
to attacks.  
 
Table 4. Chinese Experts Worry AI Will Increase Escalation Risks. 

Predicted Effect of AI on Strategic Planning Count 

AI will increase the risk of miscalculation or escalation. 8 

AI will reduce the ability to respond to attacks. 8 

AI will increase the ability to persuade adversaries to back down 
in a crisis. 

3 

AI will increase the expectation of future vulnerability. 3 

AI will increase the favorability of preemptive strike. 3 

Other unique arguments. 7 

 
Although some effects on strategic planning seem destabilizing—for example, 
increasing conditions favorable to a preemptive strike—Chinese experts only 
sometimes extrapolated to such conclusions. In only 15 of the 122 arguments 
(12 percent) coded in this study, they explicitly predicted a net effect on 
“strategic stability” (战略稳定). However, the arguments that were about 
strategic stability reached an overwhelming consensus. In 12 of 15 cases (80 
percent), scholars predicted that artificial intelligence would be destabilizing. 
 
Table 5. Chinese Experts Worry AI Will Undermine Strategic Stability. 

Stability Type Stabilizing Destabilizing 

Arms Race Stability 
1 

 
4 

 

Crisis Stability 
0 

 
5 

 

First-Strike Stability 
2 

 
3 
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Generic or unspecified AI systems were the most common sources of Chinese 
concerns over strategic instability, followed by UAVs and decision support 
software. In just three cases, scholars hypothesized AI could be used to 
reinforce strategic stability: 
 

• If automated cybersecurity software is used to defend nuclear 
command and control systems; 

• If Chinese defense planners use AI to track the nuclear forces of other 
countries, “thereby enhancing national strategic nuclear deterrence 
confidence”; or  

• If AI enables weaker states with limited resources to mitigate key gaps 
in their capabilities.31 

 
Chinese Perspectives on U.S. AI Projects 
 
Chinese experts look to the United States as a model for military AI 
development. Multiple papers cited U.S. officials in offices throughout the 
Department of Defense to highlight the scale of U.S. AI developments and 
investments, including Michael Griffin’s 2018 congressional testimony that 
592 AI projects were underway across the U.S. defense enterprise.32 
Scholars routinely presented some U.S. programs in particular as feats to be 
emulated or feared, including DARPA’s Deep Green decision support 
algorithm (now canceled), the MQ-25 Stingray Carrier-Based Aerial 
Refueling System UAV, the AGM-158C intelligent missile, and the 
Algorithmic Warfare Cross-Functional Team (Project Maven).33 When 
discussing how AI might alter adversaries’ future warfighting capabilities, 18 
percent of Chinese experts’ arguments identified in this study referred to 
specific U.S. AI systems creating vulnerabilities for China.  
 
Chinese experts tended to overestimate the AI capabilities of the U.S. military, 
relative to publicly available information in English. Officers in the PLA’s 
Strategic Support Force project that soon, “the U.S. military … will be able to 
automatically exchange technical standards [required for] data exchange,” 
which “will enable unified management of 1,000 intelligent weapons and 
equipment.”34 Another paper claims the United States has already achieved 
“unified management of ‘smart’ weapons and equipment,” and calls for PLA 
leaders to “determine metadata control policies, set up a global information 
grid metadata working group, and develop a set of core metadata and 
extensions standards,” to capitalize on the benefits of network-centric 
warfare.35 In total, 36 percent of Chinese experts’ arguments were about 
how U.S. AI systems would likely improve U.S. warfighting capabilities. 
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Altogether, Chinese experts project a significant gulf between the PRC’s own 
AI capabilities and those of the United States, overestimating U.S. progress as 
well as the capacity for AI to change military operations. Several journal 
articles presented facts with no basis in reality. More than one Chinese paper 
referred to, but did not cite, a 2002 projection from two Canadian authors 
that “by 2025, 90 percent of the U.S. military's fighter aircraft will be drones, 
and 10 percent will be manned aircraft.”36 Another article posited that “by 
2020, the U.S. Navy is expected to have 2000 to 4000 sets of unmanned 
submersibles”—the U.S. Navy today operates 35.37 Three other papers 
erroneously reported that the United States spent “between $12 and 15 
billion USD (152亿美元) in the research and development of artificial 
intelligence and automatic weapons” in 2017.38 Total DOD funding for AI 
and autonomy that year actually totaled $1.3 billion.39 These five articles 
were published within the past four years; none cited their estimates, nor did 
they specify how they arrived at such conclusions. 
 
Despite some exaggerations in the literature, Chinese experts are generally 
right that they may lag behind the United States in developing military 
applications of AI. However, some invented or exaggerated expectations of 
future vulnerability—fear of a “doomsday gap”—likely amplify Chinese 
concerns that AI will be strategically destabilizing. 
 
Barriers to AI Development in the People’s Liberation Army 
 
Some American observers have claimed that China’s military leads the United 
States in AI development and that its strategy of military-civil fusion has 
provided China’s state-owned enterprises and national laboratories 
unbridled access to militarily-relevant data, equipment, and personnel.40 The 
findings of this report challenge that proposition. Chinese military officers, 
defense industry engineers, and academics at leading universities frequently 
complain about three major obstacles to AI development in China: data 
collection and processing, workforce issues, and access to hardware. 
 
Data Collection and Processing 
 
Chinese experts lament that a key challenge to developing autonomous 
weapons lies in collecting raw data. Researchers at the Shanghai Institute of 
Mechanical and Electrical Engineering (上海机电工程研究所) and Northern 

Institute of Automatic Control Technology (北方自动控制技术研究所) point out 
that, “Many successful algorithms ... require a large amount of data to be 
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trained. For example, AlexNet uses a deep convolutional neural network to 
classify 1.2 million high-resolution images into 1,000 different classes. In the 
context of military applications, such huge data sets are rarely available.”41 
Intelligent munitions are an insightful case study in Chinese data limitations: 
one paper by senior researchers at China Ordnance Industry Group (中国兵
器工业集团; or Norinco) references DARPA’s publicly-available Moving and 
Stationary Target Acquisition and Recognition data set, “the only publicly 
available radar image data set” for militarily-relevant targets.42 Although it 
would be better if the PLA could directly collect high-resolution data from 
missile seekers, the authors write, “it is impossible to simply fire tens or 
hundreds of thousands of missiles and record the target data from the 
seekers.”43 Multiple scholars cite the lack of high-fidelity data as a barrier to 
China’s development of intelligent munitions: “Only after obtaining a large 
number of training samples of the target of interest, can we extract the 
effective features of the target based on the data, design advanced artificial 
intelligence algorithms, and finally achieve high-precision intelligent selection 
and recognition of the target of interest.”44 As a result of data limitations, “the 
actual [target] recognition result ... is far from meeting the expected 
requirements, the robustness is poor, the detection probability in low-clutter 
environments does not exceed 70 percent, and the false alarm rate is high.”45  
 
Another problem lies in data storage, cleaning, and integration. Chinese 
experts observe that “intelligentized” munitions “require relatively high data 
and computer performance. The extremely limited data resources and 
technical power of the military sector simply cannot meet the requirements of 
developing intelligent weapons.”46 Although China has made progress in 
military-civil fusion in recent years, “our military still faces inconsistent 
technical standards and incompatible experimental platforms in deepening 
cooperation with local research institutions.”47 As a third paper concludes, 
“Without a prompt digital transformation, the military will not be able to 
effectively meet the objective needs of intelligentized warfare in the future.”48 
 
Workforce Issues 
 
On the question of talent, the benefits of China’s military-civil fusion remain 
unclear. While China has accelerated its development of military-industrial 
enterprises, writes Liu Yao, a senior engineer at China Electronics Technology 
Group Corporation (中国电子科技集团; or CETC), “the high threshold for 
security clearances is a natural barrier for private enterprises.”49 He estimates 
only 10 percent of employees at private military-industrial enterprises possess 
required security credentials.50 Overclassification, which has famously 
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blighted research in the U.S. defense industry, may also exclude some of 
China’s top in-house talent from working on AI applications for the PLA.51 
Technical literacy is also an issue. One Chinese scholar cites statistics from the 
Ministry of Education, writing that although 71 Chinese colleges and 
universities have set up artificial intelligence-related disciplines, “AI courses 
are still not widely offered in military academies, and there is still a major lack 
of technical personnel who can perform AI research in the military.”52 Another 
study corroborates this claim: despite high pass rates, professors in the 
computer science department of China’s National University of Defense 
Technology (国防科技大学) estimate that “60 percent of the students in the 
university produce fewer than 1,000 lines of code in four years, and have 
almost no software development experience.”53 Students who pass 
introductory machine learning courses still struggle to code in Python.54 
 
The transfer of sensitive technical information and foreign talent to China has 
been a contentious issue in the United States since the mid-2010s. Yet 
surprisingly, Chinese researchers and military members share many of the 
same concerns about technology transfer—only, in the opposite direction. 
One engineer complains, “with the widespread application of new 
technologies such as Beidou satellite navigation, big data, and artificial 
intelligence, the stealing, penetration, and countermeasure activities of 
foreign hostile forces and intelligence agencies have become more frequent 
and diverse.”55 He recommends cracking down on “the security and control 
of confidential information, to prevent leaks”; only under “high-pressure 
situations” will personnel be prevented (阻止) from giving up state secrets.56 
In the same vein, another engineer at China Aerospace Science and Industry 
Corporation posits that the Central Intelligence Agency is preying on Chinese 
engineers. He notes that Silicon Valley tech companies cooperate with the 
agency on 137 artificial intelligence processing projects and speculates that 
Chinese developers “seemingly sent accidental friend circle messages may 
have been targeted by ‘artificial intelligence spies.’”57 To “prevent the 
leakage of related technologies to other countries,” another paper 
prescribes, “we must strengthen the supervision of mobile storage devices, 
implement access control systems for worksites, strictly prevent spies from 
illegally entering scientific research sites, and cut off the outflow channels of 
relevant technology.”58 However, the same security measures are inhibiting 
China’s military-civil fusion efforts. In part because of “the confidentiality of 
the tasks, and the closed-off environment, our military still faces significant 
problems that need to be urgently solved as they deepen cooperation with 
local research institutions.”59 
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Access to Hardware 
 
It is no secret that Chinese companies cannot produce the high-end, leading-
edge semiconductor devices capable of running the complex neural networks 
required for military-grade systems.60 One paper by researchers at the 
Ministry of Industry and Information Technology’s Chip Card Interface Device 
Research Institute (工信部赛迪研究院) estimates that “more than 90% of 
China's high-end chips rely on imports; 100% of DRAM memory, 99% of 
CPU, and 93% of MEMS sensors all rely on imports from countries such as 
the United States, Japan and South Korea.”61 Recognizing their 
disadvantage, Chinese experts also discussed potential remedies to China’s 
inadequate chip production capacity. The same paper recommends 
exploiting China’s position in the global semiconductor market to “mobilize 
ARM and Intel, Qualcomm and Samsung to compete with each other, and at 
the same time cultivate Godson, China Electronics, Hisilicon, Spreadtrum, 
and SMIC.”62 They also recommend accelerating China’s push for foreign 
technical information and talent: “Chip innovation can be achieved through 
acquisitions, mergers and acquisitions, capital cooperation, technical 
cooperation, and talent recruitment,” especially from neighboring Taiwan.63  
 
Policy Implications 
 
The findings of this report paint a bittersweet picture: Chinese military officers, 
engineers, and scholars worry that U.S. military AI capabilities exceed their 
own and complain that they lag behind in AI development. At the same time, 
many of them fear AI will undermine strategic stability with the United States, 
and could prompt unintended escalation. An effective U.S. strategy to contain 
Chinese military AI development would preserve America’s apparent 
advantages in AI while minimizing the impulse to race toward unpredictable, 
unproven weapons systems. 
 
Maintaining the U.S. AI Advantage 
 
This report’s findings challenge the notion that the U.S. military is behind the 
PLA in a race to adopt AI. Rather, Chinese journal articles indicate the PLA is 
struggling to adopt AI as a result of its limited access to the data, technical 
information, and microprocessors needed to develop, test, and operate high-
end AI systems. The U.S. government has several tools it could use to improve 
U.S. access to data, personnel, and hardware, while restricting Chinese 
military access to the same. Other CSET reports have offered myriad 
recommendations on this front: 
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● The State and Treasury Departments, U.S. Trade Representative, and 
relevant intelligence agencies should coordinate with U.S. allies and 
partners to build an empirical knowledge base about technology 
transfer, supported by robust data collection and analysis.64 

● The State Department and Department of Energy can partner with 
allies to establish “AI economic zones” modeled on the Schengen 
area, which would allow researchers to work in key sectors more 
freely, or with added immigration incentives, provided they abide by 
a common set of rules and standards.65 

● The Bureau of Industry and Security and the State Department should 
continue in their efforts to persuade U.S. allies to adopt export 
controls on leading-edge semiconductor manufacturing equipment.66 
They should also coordinate with Taiwan to stymie the outflow of 
semiconductor professionals working at TSMC.67 

● The Committee on Foreign Investment in the United States should seek 
to expand its list of “excepted foreign states” under the Foreign 
Investment Risk Review Modernization Act by persuading U.S. allies 
to adopt comprehensive investment review procedures.68 

● Relevant U.S. agencies should consider sharing certain types of non-
sensitive data and collaborating on AI R&D with allies and partners.69 
Taken together, the United States and its allies comprise a majority of 
global R&D spending, far exceeding that of Beijing.70 

 
Avoiding Arms Racing 
 
Arms race dynamics surrounding AI are particularly concerning because 
applications of the technology are so new and uncertain. Rather than 
immediately pursue the most promising AI capabilities, U.S. military and 
defense industry leaders should carefully consider the costs and benefits of 
developing certain capabilities.71 Research by leading American AI and 
military scholars indicates that states may feel compelled to automate parts of 
the nuclear command, control, and communications (NC3) architectures if 
they lack confidence in the survivability of their nuclear arsenals.72 The 
Chinese literature surveyed in this study overwhelmingly concluded that AI 
would be destabilizing for this very reason. 
 

● The Joint Artificial Intelligence Center, Office of Net Assessment, and 
Strategic Capabilities Office should commission studies modeling  
Chinese responses to certain U.S. military AI developments—for 
example, autonomous TEL tracking, submarine detection, or UAV 
swarming to penetrate air defenses. 
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● U.S. diplomatic and defense officials should increase the frequency 
and scope of official and Track 1.5 dialogues with Chinese 
counterparts related to conflict resolution, such as the Shangri La 
Dialogue.73 These exchanges should include technical personnel from 
China’s military universities and research centers, such as state key 
laboratories, to provide sobering perspectives on the state of the 
technology.  

● The State Department and U.S. defense attachés should reassure 
Chinese military leaders of the purposes and capabilities of certain 
publicly known, AI-related weapon systems being pursued by the 
U.S. military. Similar to how the Missile Defense Agency previously 
published details about its missile tests, the Strategic Capabilities 
Office and DARPA could consider publishing more publicly available 
reports about successes and failures encountered during experiments 
and AI-related competitions.74 Doing so could credibly convey 
American military power while mitigating unfounded Chinese anxiety 
over capability gaps. In return, U.S. diplomats could demand more 
transparency from PLA and Chinese defense industry AI projects. 

 
Mitigating Escalation Risk 
 
To reduce the risk of miscalculation or unintended escalation, the United 
States must actively coordinate with rival powers.75 Dialogue can be 
uncomfortable or misinterpreted as “weakness,” but maintaining a stable 
nuclear future will demand that the United States undertake confidence-
building measures as well as assertive negotiations with Chinese counterparts. 
Whether or how U.S. policymakers should address Chinese concerns about 
AI and escalation depends on whether the United States adopts a damage 
limitation or counterforce nuclear policy with respect to China; and to what 
extent that strategy may be predicated on deliberately manipulating, not 
mitigating, the risk of escalation in a crisis.76 
 

● As AI projects transition to programs of record, U.S. Strategic 
Command and the Office of the Undersecretary of Defense for Policy 
may want to clarify AI’s role in U.S. conventional and nuclear force 
postures. U.S. defense officials could clearly delineate which AI-
based weapon systems and ISR platforms—for example, drone 
swarms—are designed to support tactical or strategic operations, or  
both. Signaling the boundaries of AI-enabled weapons would reduce 
the chance that such systems may be targeted accidentally during an 
adversary’s show of force, preventing an escalatory spiral. On the  
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other hand, this study demonstrates that Chinese optimism over 
escalation control does not necessarily extend to AI-enabled 
weapons. U.S. defense planners could see this as an opportunity to 
automate parts of the U.S. NC3 architecture, thereby exploiting 
Chinese apprehension—but at enormous risk to the United States.77 
Although both Beijing and Washington collocate nuclear and 
conventional weapons, defense planners in both countries should 
treat AI-based systems with extra caution, and should avoid 
automating parts of the detect-to-engage sequence in the hope that 
the other side might be more forcefully deterred. 78 

● If the United States does reject a counterforce nuclear strategy, then 
U.S. diplomats should consider pursuing a signed commitment with 
China to restrict integration of machine learning into any stage of 
nuclear command, control, and communications networks.79 Although 
AI holds promise for intelligence operations, uncertainty about its 
robustness, reliability, and safety make it inappropriate to delegate 
tasks or fire strategic weapons for the foreseeable future.80 Such a 
commitment would reassure all parties regardless of the outcome of 
the New START Treaty or other nuclear arms control agreements, and 
should remain independent of broader negotiations seeking to 
constrain China’s nuclear weapons stockpile. 

● The Joint Artificial Intelligence Center should stand up a line of effort 
specifically dedicated to AI safety and security. Chinese and 
American scholars are concerned about the potential of adversarial 
examples to disrupt AI-based weapons or intelligence systems, yet AI 
safety has not been the primary focus of industry nor DOD investment, 
despite JAIC’s pivot to warfighter support in 2020.81 

 
Conclusion 
 
This study analyzes Chinese experts’ arguments about AI and future 
warfighting capabilities reflected in the China National Knowledge 
Infrastructure. It finds Chinese military officers, defense industry engineers, 
and academics are optimistic about AI’s advantage in tracking or striking at 
strategic forces and lowering the costs of signaling or deploying force—
primarily through the use of intelligent munitions, UAVs, and ISR software. At 
the same time, experts are particularly concerned that American advances in 
artificial intelligence could reduce the capability of Chinese air defenses, 
increase the vulnerability of Chinese command and control systems, or 
reduce China’s time to respond to an imminent attack—mainly through the 
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AGM-158C Long Range Anti-Ship Missile and automated cyberattack or 
decision support software. 
 
On balance, Chinese experts believe advances in artificial intelligence will be 
destabilizing, both in general and in terms of China’s deterrence relationship 
with the United States. Despite Chinese defense planners’ general optimism in 
their ability to control escalation, the journal articles in this study most 
commonly concluded that AI could increase the risk of miscalculation or 
escalation in conflicts, at the same time reducing militaries’ abilities to 
retaliate. This study also suggests that, for the time being, scientists in China 
have reached the same conclusion as Dr. Strangelove at the end of the 
eponymous film: automating missile launch is “not a practical deterrent for 
reasons which, at this moment, must be all too obvious.” No papers in this 
study discussed the advantages of automating missile launch procedures, and 
few, if any, predicted artificial intelligence would be applied in this way.82 
 
Chinese discussions of U.S. AI projects mirror Cold War concerns over a 
“missile gap” between the United States and the Soviet Union.83 Chinese 
experts frequently overestimated U.S. AI capabilities relative to public 
reporting, at times citing outdated or inaccurate projections of U.S. 
investments and force postures—and used such exaggerations to justify calls 
to increase Chinese research and investment in the same. Chinese scientists 
and engineers working on military applications of artificial intelligence 
believe they face significant technical hurdles, including constraints on the 
availability of data and computing power, and worry that Chinese 
advancements in AI could proliferate outside the country. However, both 
China and the United States face obstacles in developing artificial 
intelligence, and several applications appear well beyond the grasp of either 
military—at least, for now.84 
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Appendix: Selecting a Universe of Papers 
 
This study is based on a structured meta-analysis of arguments made in 
papers catalogued in the China National Knowledge Infrastructure. All CNKI 
content was furnished as machine-readable data files for off-platform use by 
East View Information Services, Minneapolis, MN, USA. 
 
CNKI is the largest database of Chinese scholarship in the world, jointly 
administered by Tsinghua University, the Ministry of Education, the Ministry of 
Science and Technology, and the Propaganda Department of the Communist 
Party of China.85 The database contains over 33 million articles from 7,800 
academic journals published in China since 1994.86 
 
A CNKI snapshot was generated on February 19, 2020. The author 
aggregated the CNKI papers published between January 2016 and January 
2020 with abstracts that contained the following combinations of keywords 
related to AI, weaponry, and nuclear deterrence:87 
 

English Keywords No. of 
Papers 

Chinese Keywords No. of 
Papers 

deterrence + artificial 
intelligence 

0 威慑 + 人工智能 0 

deterrence + machine learning 1 威慑 + 机器学习 2 

nuclear weapons + artificial 
intelligence 

2 核武器 + 人工智能 13 

nuclear weapons + machine 
learning 

0 核武器 + 机器学习 0 

strategic stability + artificial 
intelligence 

0 战略稳定 + 人工智

能 

4 
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strategic stability + machine 
learning 

0 战略稳定 + 机器学

习 

0 

weapon + artificial intelligence 73 武器 + 人工智能 192 

 
After omitting duplicate returns, PhD dissertations, and course syllabi, 123 
academic papers about AI and weapons systems, deterrence, or strategic 
stability remained in the final dataset.88 The author read each of them and, 
applying the framework described above, coded 122 arguments from 58 
papers that explicitly discussed how AI would affect future military 
capabilities. 
 
Of the 58 papers included in the study, 18 were by authors directly affiliated 
with the People’s Liberation Army or its military academies; 26 were by 
researchers or engineers employed in the Chinese defense industry; 10 were 
by professors working at civilian universities; two were published by the 
Chinese government (by the Ministry of Foreign Affairs and the China 
Patriotic Engineering Federation); and two lacked authors or otherwise did 
not list an affiliation. 
 
Most papers pertained to military science and security studies, or were 
technical papers that explored the application of neural networks in cognitive 
electronic warfare, navigation, and intelligent munitions, among other 
systems. More than three quarters of the papers in this study were written by 
authors or in publications directly affiliated with the People’s Liberation Army 
or the Chinese defense industry. 
 

Counts of Top Author Affiliations Counts of Top Periodicals 

China Aerospace Science and 
Industry Corporation (北京市

海鹰科技情报研究所) 9 

Military Digest 

(军事文摘) 7 

China Electronics Technology 
Group Corporation (中国西

南电子技术研究所) 3 

Aerodynamic Missile Journal 

(飞航导弹) 3 
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China National Defense 
Science and Technology 
Information Center (中国国防
科技信息中心) 3 

Defense Science & 
Technology Industry 

(国防科技工业) 3 

Fudan University  
(复旦大学) 3 

Tactical Missile Technology 

(战术导弹技术) 3 

National Defense University  
(国防大学) 3 

Aero Weaponry 
(航空兵器) 2 
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