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Executive Summary 

Large language models have garnered interest worldwide owing to their remarkable 
ability to “generate” human-like responses to natural language queries—a threshold 
that at one time was considered “proof” of sentience—and perform other time-saving 
tasks. Indeed, LLMs are regarded by many as a, or the, pathway to general artificial 
intelligence (GAI)—that hypothesized state where computers reach (or even exceed) 
human skills at most or all tasks. 

The lure of achieving AI’s holy grail through LLMs has drawn investment in the billions 
of dollars by those focused on this goal. In the United States and Europe especially, big 
private sector companies have led the way and their focus on LLMs has overshadowed 
research on other approaches to GAI, despite LLM’s known downsides such as cost, 
power consumption, unreliable or “hallucinatory” output, and deficits in reasoning 
abilities. If these companies’ bets on LLMs fail to deliver on expectations of progress 
toward GAI, western AI developers may be poorly positioned to rapidly fall back on 
alternate approaches.     

In contrast, China follows a state-driven, diverse AI development plan. Like the United 
States, China also invests in LLMs but simultaneously pursues alternate paths to GAI, 
including those more explicitly brain-inspired. This report draws on public statements 
by China’s top scientists, their associated research, and on PRC government 
announcements to document China’s multifaceted approach. 

The Chinese government also sponsors research to infuse “values” into AI intended to 
guide autonomous learning, provide AI safety, and ensure that China’s advanced AI 
reflects the needs of the people and the state. This report concludes by recommending 
U.S. government support for alternative general AI programs and for closer scrutiny of 
China’s AI research. 
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Introduction: Generative AI and General AI 

Achieving general artificial intelligence or GAI—defined as AI that replicates or 
exceeds most human cognitive skills across a wide range of tasks, such as image/video 
understanding, continual learning, planning, reasoning, skill transfer, and creativity1—is 
a key strategic goal of intense research efforts both in China and the United States.2 
There is vigorous debate in the international scientific community regarding which path 
will lead to GAI most quickly and which paths may be false starts. In the United States, 
LLMs have dominated the discussion, yet questions remain about their ability to 
achieve GAI. Since choosing the wrong path can position the United States at a 
strategic disadvantage, this raises the urgency of examining alternative approaches 
that other countries may be pursuing.  

In the United States, many experts believe the transformative step to GAI will occur 
with the rollout of new versions of LLMs such as OpenAI’s o1, Google’s Gemini, 
Anthropic’s Claude, and Meta’s Llama.3 Others argue, pointing to persistent problems 
such as LLM hallucinations, that no amount of compute, feedback, or multimodal data 
sources will allow LLMs to achieve GAI.4 Still other AI scientists see roles for LLMs in 
GAI platforms but not as the only, or even main, component.5 

Pondering the question of how GAI can be achieved is important because it touches on 
options available to developers pursuing AI’s traditional holy grail—human-level 
intelligence. Is the path—or a path—to GAI a continuation of LLM development, 
possibly augmented by additional modules? Or are LLMs a dead end, necessitating 
other, fundamentally different approaches that are based on a closer emulation of 
human cognition and brain function?  

Given the success of LLMs, the levels of investment,6 endorsements by highly regarded 
AI scientists, optimism created by working examples, and the difficulty of reimagining 
new approaches in the face of models in which companies have great commitment, it is 
easy to overlook the risk of relying on a “monoculture” based on a single research 
paradigm.7 If there are limitations to what LLMs can deliver, without a sufficiently 
diversified research portfolio, it is unclear how well western companies and 
governments will be able to pursue other solutions that can overcome LLMs problems 
as pathways to GAI. 

A diversified research portfolio is precisely China’s approach to its state-sponsored 
goal of achieving “general artificial intelligence” (通用人工智能).8 This report will show 
that—in addition to China’s known and prodigious effort to field ChatGPT-like 
LLMs,9—significant resources are directed in China at alternative pathways to GAI by 
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scientists who have well-founded concerns about the potential of “big data, small 
task” (大数据,小任务) approaches to reach human capabilities.10 

Accordingly, this paper addresses two questions: What criticisms do Chinese scientists 
have of LLMs as paths to general AI? And how is China managing LLMs’ alleged 
shortcomings?   

The paper begins (section 1) with critiques by prominent non-China AI scientists of 
large language models and their ability to support GAI. The section provides context 
for views of Chinese scientists toward LLMs (section 2) described in online sources. 
Section 3 then cites research that supports China’s public-facing claims about the non-
viability of LLMs as a path to GAI. In section 4, we assess these claims as a basis for 
recommendations in section 5 on why China’s alternative projects must be taken 
seriously. 
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Large Language Models and Their Critics 

The term “large language model” captures two facts: they are large networks typically 
with billions to trillions of parameters, and they are trained on natural language, 
terabytes of text ingested from the internet and other sources. LLMs, and neural 
networks (NN) generally, are typologically distinct from “good old-fashioned” (GOFAI) 
symbolic AI that depends on rule-based coding. In addition, today’s large models can 
manage, to different degrees, multimodal inputs and outputs, including images, video, 
and audio.11 

LLMs debuted in 2017, when Google engineers proposed a NN architecture—called a 
transformer—optimized to find patterns in sequences of text by learning to “pay 
attention” to the co-occurrence relationships between “tokens” (words or parts of 
words) in the training corpus.12 Unlike human knowledge, knowledge captured in LLMs 
is not obtained through interactions with the natural environment but depends on 
statistical probabilities derived from the positional relationships between the tokens in 
sequences. Massive exposure to corpora during training allows the LLM to identify 
regularities that, in the aggregate, can be used to generate responses to human 
prompts after the training. Hence, the OpenAI product name “GPT” (generative pre-
trained transformer). 

The ability of LLMs to “blend” different sources of information (which plays to 
traditional strengths of neural networks in pattern matching and uncovering 
similarities in complex spaces) has given rise to applications in areas as diverse as text 
summarization, translation, code writing, and theorem proving.  

Yet, it has been hotly debated whether this ability to find and exploit regularities is 
sufficient to achieve GAI. Initial enthusiastic reports regarding the “sentience” of LLMs 
are increasingly supplemented by reports showing serious deficits in LLMs’ ability to 
understand language and to reason in a human-like way.13 

Some persistent deficits in LLMs, as in basic math,14 appear correctable by plugins,15 
i.e., external programs specialized for areas of LLM weaknesses. In fact, such an 
approach—of a network of systems specialized in different aspects of cognition—
would be more like the brain, which has dedicated modules, e.g., for episodic memory, 
math, reasoning, etc., rather than a single process as in LLMs.16  

Some scientists hope that increases in complexity alone might help overcome LLMs’ 
defects. For instance, Geoffrey Hinton, crediting an intuition of Ilya Sutskever (OpenAI’s 
former chief scientist, who studied with Hinton), believes scale will solve some of 
these problems. In this view, LLMs are already “reasoning” by virtue of their ability “to 
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predict the next symbol [and] prediction is a pretty plausible theory of how the brain is 
learning.”17 Indeed, increases in complexity (from GPT-2 through GPT-4) have led to 
increased performance on various benchmark tasks, such as “theory of mind” 18 
(reasoning about mental states), where deficits were noted for GPT-3.5.19 

Other such deficits are harder to address and persist despite increases in model 
complexity. Specifically, “hallucinations,” i.e., LLMs making incorrect claims (a problem 
inherent to neural networks that are designed to interpolate and, unlike the brain, do 
not separate the storage of facts from interpolations) and errors in reasoning have 
been difficult to overcome,20 with recent studies showing that the likelihood of 
incorrect/hallucinatory answers increases with greater model complexity.21 

In addition, the strategy of increasing model complexity in the hope of achieving novel, 
qualitatively different “emergent” behaviors that appear once a computational 
threshold has been crossed likewise has been called into question by research 
showing that previously noted “emergent” behaviors in larger models were artefacts of 
the metrics used and not indicative of any qualitative changes in model performance.22 
Correspondingly, claims of “emergence” in LLMs have declined in the recent literature, 
even as model complexities have increased.23 

Indeed, there is the justified concern that the high performance of LLMs on 
standardized tests could be ascribed more to the well-known pattern matching 
prowess of neural networks than the discovery of new strategies.24 

Still other criticisms of LLMs center on fundamental cognitive and philosophical issues 
such as the ability to generalize, form deep abstractions, create, self-direct, model time 
and space, show common sense, reflect on their own output,25 manage ambiguous 
expressions, unlearn based on new information, evaluate pro and con arguments 
(make decisions), and grasp nuance.26 

While these deficits are discussed in the western research literature, along with others 
such as LLMs’ inability to easily add knowledge beyond the context window without 
retraining the base model, or the high computational and energy demands of LLM 
training, most current investment of commercial players in the AI space (e.g., OpenAI, 
Anthropic) is continuing down this same road. The problem is not only that “we are 
investing in an ideal future that may not materialize”27 but rather that LLMs, in Google 
AI researcher Franҫois Chollet’s words, “sucked the oxygen out of the room. Everyone 
is just doing LLMs.”28 
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Chinese Views of LLMs as a Path to General AI (or Not) 

A review of statements by ranking scientists at China’s top AI research institutes 
reveals a high degree of skepticism about LLMs’ ability to lead, by themselves, to GAI. 
These criticisms resemble those of international experts, because both groups face the 
same problems and because China’s AI experts interact with their global peers as a 
matter of course.29 

Here follow several Chinese scientists’ views on LLMs as a path to general AI.  

Tang Jie (唐杰) is professor of computer science at Tsinghua University, the founder of 
Zhipu (智谱),30 a leading figure in the Beijing Academy of Artificial Intelligence (BAAI),31 
and the designer of several indigenous LLMs.32 Despite his success with statistical 
models, Tang argues that human-level AI requires the models to be “embodied in the 
world.”33 Although he believes the scaling law (规模法则)34 “still has a long way to go,” 
that alone does not guarantee GAI will be achieved.35 A more fruitful path would take 
cues from biology. In his words: 

“GAI or machine intelligence based on large models does not necessarily have to be 
the same as the mechanism of human brain cognition, but analyzing the working 
mechanism of the human brain may better inspire the realization of GAI.”36 

Zhang Yaqin (张亚勤, AKA Ya-Qin Zhang) co-founded Microsoft Research Asia, is the 
former president of Baidu, founding dean of Tsinghua’s Institute for AI Industry 
Research (智能产业研究院) and a BAAI advisor. Zhang cites three problems with LLMs, 
namely, their low computational efficiency, inability to “truly understand the physical 
world,” and so-called “boundary issues” (边界问题), i.e., tokenization.37 Zhang believes 
(with Goertzel) that “we need to explore how to combine large generative probabilistic 
models with existing ‘first principles’ [of the physical world] or real models and 
knowledge graphs.”38 

Huang Tiejun (黄铁军) is founder and former director of BAAI and vice dean of Peking 
University’s (PKU) Institute for Artificial Intelligence (人工智能研究院). Huang names 
three paths to GAI: “information models” based on big data and big compute, 
“embodied models” trained through reinforcement learning, and brain emulation—in 
which BAAI has a major stake.39 Huang agrees that LLM scaling laws will continue to 
operate but adds “it is not only necessary to collect static data, but also to obtain and 
process multiple sensory information in real time.”40  In his view, GAI depends on 
integrating statistical models with brain-inspired AI and embodiment, that is: 
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LLMs represent “static emergence based on big data” (是基于大数据的静态涌现). 
Brain-inspired intelligence, by contrast, is based on complex dynamics. Embodied 
intelligence also differs in that it generates new abilities by interacting with the 
environment.41 

Xu Bo (徐波), dean of the School of Artificial Intelligence at University of Chinese 
Academy of Sciences (UCAS) (中国科学院大学人工智能学院) and director of the 
Chinese Academy of Sciences (CAS) Institute of Automation (CASIA, 中国科学院自动化

研究所),42 and Pu Muming (蒲慕明, AKA Muming Poo), director of CAS’s Center for 
Excellence in Brain Science and Intelligence Technology (CEBSIT, 脑科学与智能技术卓

越创新中心)43 believe embodiment and environmental interaction will facilitate LLMs’ 
growth toward GAI. Although the artificial neural networks on which LLMs depend 
were inspired by biology, they scale by adding “more neurons, layers and connections” 
and do not begin to emulate the brain’s complexity of neuron types, selective 
connectivity, and modular structure. In particular, 

“Computationally costly backpropagation algorithms … could be improved or even 
replaced by biologically plausible learning algorithms.”  These candidates include 
spike time synaptic plasticity, “neuromodulator-dependent metaplasticity” and “short-
term vs. long-term memory storage rules that set the stability of synaptic weight 
changes.”44 

Zhu Songchun (朱松纯, AKA Song-Chun Zhu) dean of PKU’s Institute of Artificial 
Intelligence and director of the Beijing Institute for General Artificial Intelligence (北京

通用人工智能研究院) founded BIGAI on the premise that big data-based LLMs are a 
dead-end in terms of their ability to emulate human-level cognition.45 Zhu pulls no 
punches: 

“Achieving general artificial intelligence is the original intention and ultimate goal of 
artificial intelligence research, but continuing to expand the parameter scale based on 
existing large models cannot achieve general artificial intelligence.” 

Zhu compares China’s LLM’s achievements to “climbing Mt. Everest” when the real 
goal is to reach the moon. In his view, LLMs are “inherently uninterpretable, have risks 
of data leakage, do not have a cognitive architecture, and lack causal and mathematical 
reasoning capabilities, and other limitations, so they cannot lead to ‘general artificial 
intelligence’.” 46 

Zeng Yi (曾毅), director of CASIA’s Brain-inspired Cognitive Intelligence Lab (类脑认知

智能实验室)and founding director of its International Research Center for AI Ethics and 
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Governance,47 is building a GAI platform based on time-dependent spiking neural 
networks. In his words: 

“Our brain-like cognitive intelligence team firmly believes that only by mirroring the 
structure of the human brain and its intelligent mechanism, as well as the laws and 
mechanisms of natural evolution, can we achieve artificial intelligence that is truly 
meaningful and beneficial to humans.”48 

Criticisms of LLMs by other Chinese AI scientists are legion. 

• Shen Xiangyang (沈向洋, Harry Shum AKA Heung-Yeung Shum), former 
Microsoft executive VP and director of the Academic Committee of PKU’s 
Institute of Artificial Intelligence, laments that AI research has no “clear 
understanding of the nature of intelligence.” Shen supports a view he attributes 
to New York University professor emeritus and LLM critic Gary Marcus that “no 
matter how ChatGPT develops, the current technical route will not be able to 
bring us real intelligence.” 49 

• Zheng Qinghua (郑庆华), president of Tongji University and a Chinese Academy 
of Engineering academician, stated that LLMs have major flaws: they consume 
too much data and computing resources, are susceptible to catastrophic 
forgetting, have weak logical reasoning capabilities, and do not know when they 
are wrong or why they are wrong.50 

• Li Wu (李武), director of the State Key Laboratory of Cognitive Neuroscience and 
Learning at Beijing Normal University, stated his belief that “current neural 
networks are relatively specialized and do not conform to the way the human 
brain works. If you desperately hype the large model itself and only focus on the 
expansion of parameters from billions or tens of billions to hundreds of billions, 
you will not be able to achieve true intelligence.”51 

Recognition of the need to supplement LLM research with alternative paths to GAI is 
evidenced in statements by China’s national and municipal governments. 

On May 30, 2023, Beijing’s city government—within whose jurisdiction much of 
China’s GAI-oriented LLM research is taking place—issued a statement calling for 
development of “large models and other general artificial intelligence technology 
systems” (系统构建大模型等通用人工智能技术体系).52 Section three has five items (7-
11), the first four of which pertain to LLMs (algorithms, training data, evaluation, and a 
basic software and hardware system). Item 11 reads “exploring new paths (新路径) for 
general artificial intelligence” and calls for: 
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Developing a basic theoretical system (基础理论体系) for GAI, autonomous 
collaboration and decision-making, embodied intelligence, and brain-inspired (类脑) 
intelligence, supported by a unified theoretical framework, rating and testing 
standards, and programming languages. Embodied systems (robots) will [train in] 
open environments, generalized scenarios, and continuous tasks. 

The plan also mandates the following: 

“Support the exploration of brain-like intelligence, study the connection patterns, 
coding mechanisms, information processing and other core technologies of brain 
neurons, and inspire new artificial neural network modeling and training methods.” 

Alternatives to LLMs were cited at the national level in March 2024, when CAS vice 
president Wu Zhaohui (吴朝晖, formerly vice minister of China’s science ministry and 
president of Zhejiang University),53 stated that AI is moving toward “synergy between 
large and small models” (大小模型协同), adding that China must “explore the 
development of GAI in multiple ways” (多路径地探索通用人工智能发展). The latter 
include “embodied intelligence, distributed group intelligence, human-machine hybrid 
intelligence, enhanced intelligence, and autonomous decision making.”54 

The following month Beijing’s Haidian District government, with jurisdiction over 1,300 
AI companies, more than 90 of which are developing big models,55 issued a three-year 
plan to facilitate research in embodied (具身) AI. The plan defines “embodiment” as 
“the ability of an intelligent system or machine to interact with the environment in real 
time through perception and interaction” and is meant to serve as a platform for 
nationwide development. Its details include plans for humanoid robots facilitated by 
replicating brain functionality.56 

Our analysis of public statements by government institutions and ranking Chinese AI 
scientists indicates that an influential part of China’s AI community shares the concerns 
and misgivings held by western critics of LLMs and seeks alternative pathways to 
general artificial intelligence. 
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What Does the Academic Record Show? 

Public statements by scientists are one measure of China’s approach to GAI. Another is 
their record of scholarship. Prior reviews of Chinese technical literature determined 
that China is pursuing GAI by multiple means, including generative large language 
models,57 brain-inspired models,58 and by enhancing cognition through brain-computer 
interfaces.59 Our present task is to examine the literature for evidence that Chinese 
scholars—beyond what positive features brain-based models have—are also driven to 
seek alternative paths by LLM’s shortcomings.  

Toward that end, we ran keyword searches in Chinese and English for “AGI/GAI + 
LLM” and their common variants in CSET’s Merged Corpus60 for papers published in 
2021 or later with primary Chinese authorship. Some 35 documents were obtained. A 
separate query using web-based searches recovered 43 more papers.61 15 of the 78 
papers were rejected by the study’s lead analyst as off topic. The remaining 63 papers 
were reviewed by the study’s subject matter expert, who highlighted the following 24 
as examples of Chinese research addressing LLM problems that stand in the way of 
large models achieving the generality associated with GAI.62 

1. CAO Boxi (曹博西), HAN Xianpei (韩先培), SUN Le (孙乐), “Can Prompt Probe 
Pretrained Language Models?  Understanding the Invisible Risks from a Causal 
View,” arXiv preprint arXiv:2203.12258v1 (2022). 

2. CHENG Bing (程兵), “Artificial Intelligence Generative Content (AIGC) including 
ChatGPT Opens a New Big Paradigm Space of Economics and Social Science 
Research” (以 ChatGPT 为代表的大语言模型打开了经济学和其他社会科学研究范

式的巨大新空间), China Journal of Econometrics (计量经济学报) 3, no.3 (July 
2023). 

3. CHENG Daixuan (程岱宣), HUANG Shaohan (黄少涵), WEI Furu (韦福如), 
“Adapting Large Language Models to Domains via Reading Comprehension,” 
arXiv preprint arXiv:2309.09530v4 (2024). 

4. DING Ning (丁宁), ZHENG Hai-Tao (郑海涛), SUN Maosong (孙茂松), 
“Parameter-efficient Fine-tuning of Large-scale Pre-trained Language Models,” 
Nature Machine Intelligence, March 2023. 

5. DONG Qingxiu (董青秀), SUI Zhifang (穗志方), LI Lei (李磊), “A Survey on In-
context Learning,” arXiv preprint arXiv:2301.00234v4 (2024). 

6. HUANG Jiangyong (黄江勇), YONG Silong (雍子隆),63 HUANG Siyuan (黄思远), 
“An Embodied Generalist Agent in 3D World,” Proceedings of the 41st 
International Conference on Machine Learning, Vienna, Austria, PMLR 235. 
2024. 
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7. JIN Feihu (金飞虎), ZHANG Jiajun (张家俊), “Unified Prompt Learning Makes Pre-
trained Language Models Better Few-shot Learners,” IEEE International 
Conference on Acoustics, Speech and Signal Processing, June 2023. 

8. LI Hengli (李珩立), ZHU Songchun (朱松纯), ZHENG Zilong (郑子隆), “DiPlomat: 
A Dialogue Dataset for Situated Pragmatic Reasoning,” 37th Conference on 
Neural Information Processing Systems (NeurIPS 2023). 

9. LI Jiaqi (李佳琪), ZHENG Zilong (郑子隆), ZHANG Muhan (张牧涵), “LooGLE: Can 
Long-Context Language Models Understand Long Context?” arXiv preprint 
arXiv:2311.04939v1 (2023). 

10.  LI Yuanchun (李元春), ZHANG Yaqin (张亚勤), LIU Yunxin (刘云新), “Personal 
LLM Agents: Insights and Survey about the Capability, Efficiency and Security,” 
arXiv preprint arXiv:2401.05459v2 (2024). 

11.  MA Yuxi (马煜曦), ZHU Songchun (朱松纯), “Brain in a Vat: on Missing Pieces 
towards Artificial General Intelligence in Large Language Models,” arXiv 
preprint arXiv:2307.03762v1 (2023). 

12.  NI Bolin (尼博琳), PENG Houwen (彭厚文), CHEN Minghao, ZHANG Songyang    
(张宋扬), LING Haibin (凌海滨), “Expanding Language-image Pretrained Models 
for General Video Recognition,” arXiv preprint arXiv:2208.02816v1 (2022). 

13.  PENG Yujia (彭玉佳), ZHU Songchun (朱松纯), “The Tong Test: Evaluating 
Artificial General Intelligence through Dynamic Embodied Physical and Social 
Interactions,” Engineering 34, (2024). 

14.  SHEN Guobin (申国斌), ZENG Yi (曾毅), “Brain-inspired Neural Circuit Evolution 
for Spiking Neural Networks,” PNAS 39 (2023). 

15.  TANG Xiaojuan (唐晓娟), ZHU Songchun (朱松纯), LIANG Yitao (梁一韬), 
ZHANG Muhan (张牧涵), “Large Language Models Are In-context Semantic 
Reasoners Rather than Symbolic Reasoners,” arXiv preprint 
arXiv:2305.14825v2 (2023). 

16.  WANG Junqi (王俊淇), PENG Yujia (彭玉佳), ZHU Yixin (朱毅鑫), FAN Lifeng (范
丽凤), “Evaluating and Modeling Social Intelligence: a Comparative Study of 
Human and AI Capabilities,” arXiv preprint arXiv:2405.11841v1 (2024). 

17.  XU Fangzhi (徐方植), LIU Jun (刘军), Erik Cambria, “Are Large Language Models 
Really Good Logical Reasoners?” arXiv preprint arXiv:2306.09841v2 (2023). 

18.  XU Zhihao (徐智昊), DAI Qionghai (戴琼海), FANG Lu (方璐), “Large-scale 
Photonic Chiplet Taichi Empowers 160-TOPS/W Artificial General Intelligence,” 
Science, April 2024. 

19.  YUAN Luyao (袁路遥), ZHU Songchun (朱松纯), “Communicative Learning: a 
Unified Learning Formalism,” Engineering, March 2023. 
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20.  ZHANG Chi (张驰), ZHU Yixin (朱毅鑫), ZHU Songchun (朱松纯), “Human-level 
Few-shot Concept Induction through Minimax Entropy Learning,” Science 
Advances, April 2024. 

21.  ZHANG Tielin (张铁林), XU Bo (徐波), “A Brain-inspired Algorithm that 
Mitigates Catastrophic Forgetting of Artificial and Spiking Neural Networks with 
Low Computational Cost,” Science Advances, August 2023. 

22.  ZHANG Yue (章岳), CUI Leyang (崔乐阳), SHI Shuming (史树明), “Siren’s Song in 
the AI Ocean: a Survey on Hallucination in Large Language Models,” arXiv 
preprint arXiv:2309.01219v2 (2023). 

23.  ZHAO Zhuoya (赵卓雅), ZENG Yi (曾毅), “A Brain-inspired Theory of Mind 
Spiking Neural Network Improves Multi-agent Cooperation and Competition.” 
Patterns, August 2023. 

24.  ZOU Xu (邹旭), YANG Zhilin (杨植麟), TANG Jie (唐杰), “Controllable Generation 
from Pre-trained Language Models via Inverse Prompting,” arXiv preprint 
arXiv:2103.10685v3 (2021). 

The studies collectively address the litany of LLM deficits described in this paper’s 
sections 1 and 2, namely, those associated with theory of mind (ToM) failures, 
inductive, deductive, and abductive reasoning deficits, problems with learning new 
tasks through analogy to previous tasks, lack of grounding/embodiment, 
unpredictability of errors and hallucinations, lack of social intelligence, insufficient 
understanding of real-world input, in particular in video form, difficulty in dealing with 
larger contexts, challenges associated with the need to fine tune outputs, and cost of 
operation. 

Proposed solutions to these problems range from adding modules, emulating brain 
structure and processes, rigorous standards and testing, and real-world embedding, to 
replacing the computing substrate outright with improved chip types. 

Several prominent Chinese scientists cited in this study’s section 2, who made public 
statements supporting alternate GAI models, including Tang Jie, Zhang Yaqin, Xu Bo, 
Zhu Songchun, and Zeng Yi, are on the bylines of many of these papers, adding 
authenticity to their declarations. 

In addition, virtually all of China’s top institutions and companies engaged in GAI 
research, including the Beijing Academy of Artificial Intelligence (北京智源人工智能研

究院), the Beijing Institute for General Artificial Intelligence (北京通用人工智能研究院), 
the Chinese Academy of Sciences’ Institute of Automation (中国科学院自动化研究所), 
Peking University (北京大学), Tsinghua University (清华大学), University of Chinese 
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Academy of Sciences (中国科学院大学) and Alibaba, ByteDance, Huawei, and Tencent 
AI lab, are represented in the selected corpus, in most cases on multiple papers.64 

The record of metadata adduced here, and conclusions drawn in prior CSET research65 
support the present study’s contention that major elements in China’s AI community 
question LLMs’ potential to achieve GAI—through increases in scale or modalities—
and are contemplating or pursuing alternative pathways.  
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Assessment: Do All Paths Lead to the Buddha? 

When LLM-based chatbots first became available, early claims that LLMs might be 
sentient, i.e., experience feelings and sensations, or even show self-awareness,66 were 
prevalent and much discussed. Since then, cooler heads have prevailed,67 and the focus 
has shifted from philosophical speculations about the interior lives of LLMs to more 
concrete measurements of LLM abilities on key indicators of “intelligent” behavior and 
the strategically important question of whether LLMs might be capable of general 
artificial intelligence (GAI). 

While it is far from clear whether consciousness and the capacity for emotions are 
critical to GAI, what is clear is that a GAI system must be able to reason and to 
separate facts from hallucinations. As things stand, LLMs have no explicit mechanisms 
that would enable them to perform these core requirements of intelligent behavior. 
Rather, the hope of LLM enthusiasts is that, somehow, reasoning abilities will 
“emerge” as LLMs are trained to become ever better at predicting the next word in a 
conversation. Yet, there is no theoretical basis for this belief. To the contrary, research 
has shown that LLMs’ vast text memory has masked deficiencies in reasoning.68 

Heuristic attempts to improve reasoning (e.g., chain-of-thought),69 likely the basis for 
improved performance in OpenAI’s new “o1” LLM, and more recent approaches such 
as “rephrase and respond,”70 “tree-of-thoughts”71 or “graph-of-thoughts”72 have 
yielded improvements, but do not solve the underlying problem of the absence of a 
core “reasoning engine.” 

By the same token, multiple attempts to fix LLMs’ hallucination problem73 have run 
into dead ends because they fail to address the core problem that is inherent to LLMs’ 
ability to generalize from training data to new contexts. Indeed, current efforts to 
improve reasoning abilities and fix hallucinations are a bit like playing “whack-a-mole” 
but with moles hiding in a billion-dimensional weight space and with a mallet that is 
uncertain to hit where intended. The resulting systems might be sufficient for 
situations where humans can assess the quality of LLM output, e.g., writing cover 
letters, designing travel itineraries or creating essays on topics that are perennial 
favorites of high school teachers. Yet, these capabilities are a far cry from GAI. 

The public debates in the western world on the appropriate path to GAI tend to be 
drowned out by companies with financial interests in promoting their latest LLMs with 
claims of “human-like intelligence” or “sparks of artificial general intelligence,”74 even 
in the face of ever more apparent shortcomings of LLMs, as detailed in section 1. The 
dominance of commercial interests that promote LLMs as sure paths to GAI has 
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already negatively affected the ability of academic research in the U.S. to pursue 
alternative approaches to GAI.75  

The situation is different in China. While there are also companies in China developing 
LLMs for commercial purposes, leading Chinese AI scientists and government officials, 
as detailed in this paper, realize that LLMs have fundamental limitations that make it 
important to investigate other approaches to GAI or supplement LLM performance 
using “brain-like” algorithms. The latter strategy, of pursuing “brain-inspired” AI has 
led to major breakthroughs in the past, for example, by combining deep learning76—
modeled on the brain’s sensory processing hierarchy—and reinforcement learning77—
modeling how the brain learns strategies from rewards—into “deep reinforcement 
learning,”78 which, for instance, formed the basis of AlphaGo,79 the first artificial neural 
network that beat human champions in the game of Go.  This difference in research 
directions may give China an advantage in the race to achieve GAI. 

It might be helpful to compare the current situation to how China came to dominate 
the global market for photovoltaic (PV) panels (or, more recently, battery technology 
and electric vehicles), based on Chinese government decisions made at the beginning 
of the millennium to become a world leader in PV. The ensuing policy decisions and 
investments to build up the domestic PV industry and increase the efficiency of PV 
panels led to innovation and economies of scale that now have China producing at 
least 75% of the world’s solar panels. A decision by China to strategically invest in 
non-LLM-based approaches to GAI80 may repeat this success, albeit in a field of even 
greater importance than photovoltaics. 
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Managing a China First-Mover Advantage 

Geoffrey Hinton, recent Nobel Prize winner and recipient of a Turing Award for his 
work on multilayer neural networks—the first AI NN architecture that led to 
superhuman performance on a range of benchmark tasks in computer vision and other 
areas—acknowledges “a race, clearly, between China and the U.S., and neither is going 
to slow down.”81 

This race to general AI is typically characterized as a competition for data, chips, talent, 
and energy,82 with success measured on benchmarks meant to assess “human-level 
intelligence.” The assumption underlying these comparisons is that both sides are 
competing in the same arena. 

This view is dangerously misleading. The present study shows major elements in 
China’s AI community pursuing alternative paths to GAI in which model complexity—
taken by many in the U.S. as a proxy for performance, conditioned by companies’ focus 
on the number of parameters of their models as a distinguishing feature—plays only a 
subsidiary role. These non-traditional approaches, moreover, have Chinese state 
backing.  

Utility aside, pragmatism likely also motivates PRC support for a general AI that avoids 
the inherent uncontrollability of large statistical models,83 which along with their 
hallucinations and other pesky foibles also resist top-down government censorship, 
since their inner workings are and will likely remain a “black box.”84 The Chinese 
government’s early concern with LLM “safety” (安全, which also means “security”) 
should be understood in this context.85 

So how do alternative models improve things from the state’s perspective?  BIGAI 
director Zhu Songchun, whose influence extends well past his Beijing circle of 
colleagues,86 has an answer. 

Zhu argues that for an AI to be general it must ingest principles that guide its 
exploration of the environment in which it is embedded. In Zhu’s system, an AI: (1) 
must manage unlimited tasks including those not predefined; (2) have autonomy (自主

性), including the ability to generate its own tasks; and (3) be “value-driven,” not “data-
driven” as in today’s large models.87 

Zhu correctly notes that current LLMs “do not have human cognitive and reasoning 
capabilities, and also lack human emotions and values.” 
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“From the perspective of values, whether large models can understand human value 
orientation determines whether large models can be safely and reliably applied to 
important areas related to the national economy and people's livelihood.” 

Hence “values” are needed not only to drive the system as it learns but to ensure that 
what it does learn meets the needs of the nation and the people. As Zhu explains: 

The core of people’s concerns about the threat of artificial intelligence is their distrust 
of “big models.” There are two levels of trust. The first is trust in the system’s ability. 
The second is recognition of values. The core of trust between people is value 
identity.88 

Zhu’s test of a general AI system, on which BIGAI is founded, besides evaluating 
vision, language, cognition, movement, and learning also assesses its adherence to 
embedded values along five dimensions: elementary self-value, advanced self-value, 
“primary social value, advanced social value, and group value."89 

The difficulty of guaranteeing that LLM outputs are consistent with a particular set of 
values has also been recognized in the western literature. Earlier, ham-fisted 
approaches to ensuring that LLM outputs were aligned with specific sets of values 
have been widely ridiculed.90 At the core of the challenge of “alignment” is the absence 
of an explicit “moral engine” in LLMs. This has forced developers to resort to laborious 
“fine-tuning” of LLM parameters based on human feedback on problematic LLM-
generated responses.91 

This approach based on tweaking undesirable or “non-aligned” answers and hoping 
for results that generalize to novel prompts has no guarantee of success.92 A case in 
point is a recent study presenting the same ethical dilemmas in different languages to 
different LLMs.93 That study found widely divergent behavior for ethical decisions not 
just across LLMs, but even for the same LLM when presented with the same ethical 
dilemma in different languages. New approaches such as training not based on human 
feedback but using different value models might be suitable for specific, well-defined 
scenarios,94 but it is unclear how such a strategy could generalize to broader sets of 
ethical dilemmas, let alone lead to LLM responses that are consistent with a specific 
set of values. It is therefore currently far from clear if and how particular sets of values 
can be “trained into” an LLM, given that, for LLMs, “good” and “bad” are just words to 
be predicted, with no grounding in any kind of valuative framework. 

In the end, Zhu’s argument for an alternative GAI approach cuts three ways: 
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• Zhu claims that LLMs cannot achieve GAI because they lack human-like 
sensibilities that underlie the motivation to explore and learn. A cognitive 
architecture able to assimilate values is needed, in this view, for AI to achieve 
generality. 

• He proposes to manage the AI safety problem by replacing largely unworkable 
“guardrails” and ad hoc fixes to LLM output with an internal requirement to 
behave according to first principles, i.e., a value system matching that of its 
users. 

• He addresses the fear of China’s ruling elite that large models will subvert the 
autocracy. Driven by socialist Party values, the GAI that China needs to stay 
competitive remains within comfortable bounds and reinforces State ideology, 
potentially forever. 

Given these considerations, the AI “race” takes on a new dimension with challenges 
not only in the economic and military spheres but in human value orientation. 

A final distinction between Chinese and western AI research evidenced throughout this 
paper needs to be made explicit, namely, the real possibility that China’s directed, 
strategic approach may be more effective—all other things being equal—than the 
western profit-driven approach that focuses on quick wins at the possible expense of 
more successful strategies that require a longer time horizon.95 

Our recommendations, accordingly, are twofold: (1) replace the monoculture of LLM 
research with government and institutional support for a multifaceted approach to 
general AI, and (2) take seriously the need to monitor Chinese technical developments 
through open sources.96 
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