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Today’s rapid advances in artificial intelligence and machine learning present 
a range of challenges and opportunities for the United States. Increasingly, 
U.S., Chinese, and Russian leaders recognize AI as a strategic technology 
that could become a critical determinant of future national competitiveness.1 
AI/ML may be poised to transform not only our economies and societies, but 
also the character of conflict.2 The military applications of these technologies 
have generated particular concerns and exuberant expectations, including 
predictions that the advent of AI in military affairs could change the very 
nature of warfare.3 Undeniably, AI has become a new focus of competition 
among great powers,4 with the potential to disrupt the military balance and 
undermine deterrence.5  
 
In this policy brief, we present and evaluate several measures in AI safety and 
security that could prove feasible and mutually beneficial for future bilateral 
and multilateral interactions. These measures are intended to prevent or 
correct misperceptions, enhance mutual transparency on policies and 
capabilities, and contribute to providing safeguards against inadvertent 
escalation. By pursuing such initiatives in the near term, the United States can 
improve its capacity to leverage the benefits of AI, while mitigating the risks 
and managing the shifting terrain in today’s geopolitics, particularly among 
the United States, China, and Russia.  
 
American strategy has reoriented toward great power rivalry, recognizing 
China and Russia as competitors that present a strategic challenge to the 
United States and its allies and partners worldwide.6 This new direction 
demands creative thinking and solutions for complex policy issues. Any 
coherent framework for U.S. strategy must include policies to promote 
American innovation and competitiveness, while deepening coordination and 
collaboration with allies and partners. The reality of great power rivalry may 
entail sharper competition in areas where U.S. values and interests directly 
conflict with those of Beijing and Moscow, but it equally requires constructive 
approaches to pursuing selective, pragmatic, and carefully calibrated 
engagement on issues of mutual concern. In this new era, competition in AI 
technology and applications has emerged as a source of friction and created 
potential flashpoints. This initial assessment of AI safety and security concerns 
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illustrates one critical component of a long-term, comprehensive, and 
sustainable approach.   
 
The dynamics of AI research are open and often collaborative, but the 
emerging discourse around AI has been growing increasingly fractured and 
competitive. The notion that an “AI arms race” is underway could exacerbate 
the challenges and misrepresent a range of emerging technologies that 
present complex and uncertain implications for the future of strategic 
stability.7 Simply put, machine learning involves a set of interrelated 
techniques that can enable military capabilities, but these techniques do not 
themselves constitute weapons systems.8 At times, military and political 
leaders have demonstrated more enthusiasm for AI/ML applications than 
awareness of the full range of risks and security concerns that could arise with 
the deployment of such nascent, relatively unproven technologies.9 For 
instance, Russia is reportedly developing and planning to deploy by 2027 
the “Poseidon,” an underwater drone that will be armed with a nuclear 
warhead and capable of navigating autonomously.10  
 
The challenges are acute and especially concerning, given the possibility of 
military powers rushing to deploy AI/ML-enabled systems that are unsafe, 
untested, or unreliable in an effort to gain a comparative advantage. Chief 
among the risks are failures, accidents, or unexpected emergent behaviors in 
AI systems that can exhibit unpredictable outcomes in real-world settings.11 
For military organizations, bureaucratic hurdles and the challenges of testing 
and assurance may slow adoption of these emerging capabilities, but the 
risks of accidents or adversarial interference cannot be discounted. Human-
machine interactions will also create novel vectors of risk in the operation of 
highly automated or semi-autonomous systems.12 AI systems also remain 
vulnerable to attacks, from the deliberate poisoning of data and cyber 
exploitation to the manipulation of brittleness or idiosyncrasies in algorithms.13  
 
The rapid progress in dual-purpose research and applications in AI will 
heighten shared challenges to, and could worsen, relations among great 
powers. Following their deployment, interactions among AI systems could 
prove unpredictable in ways that intensify the risks of inadvertent escalation. 
Beyond the purview of nation-states, the diffusion of these technologies could 
empower non-state actors, from criminals to terrorist organizations, and 
present new security threats.14 Most professional militaries are likely to 
operate in a manner generally consistent with the laws of war,15 including the 
requirement for Article 36 review of new weapons systems to ensure their 
compliance with the Geneva Convention.16 By contrast, non-state actors 
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could be uniquely empowered by the diffusion of emerging technologies—
and unlikely to adhere to the same principles or parameters.  
 
Given these concerns, there are compelling reasons to promote measures that 
enhance the safety, surety, and security of AI systems in military affairs. There 
are also difficult policy trade-offs involved. On the one hand, collaboration in 
AI safety and security can reduce the risks of accident and strategic 
miscalculations among great powers. On the other hand, such collaboration 
may improve the reliability of machine learning techniques and therefore 
enable strategic competitors to deploy AI/ML-enabled military systems more 
quickly and effectively. Evaluating the sensitivity of various countries to issues 
of safety, reliability, and assurance when fielding new weapons systems is 
beyond the scope of this paper, but merits further analytic attention. 
Nevertheless, any effort to promote collaboration in AI safety and security will 
need to balance the potential benefits against the range of possible costs.    
 
Options and Recommendations for Pragmatic 
Engagement  
 
American, Chinese, and international policymakers and stakeholders should 
pursue steps to improve transparency and promote mutual understanding of 
the factors that influence the design, development, and deployment of AI/ML 
techniques for military purposes. Over time, these measures could create a 
foundation for continued and collaborative initiatives to promote AI safety 
and security:  
 
1. Develop common definitions and shared understanding of core concepts in 
AI safety and security and for AI in military affairs.  
 
Among potential adversaries, and even allies and likeminded partners, 
differences in language and terminology can exacerbate misunderstandings. 
The field of AI today is relatively globalized, but there appear to be some 
discrepancies emerging in technical and doctrinal concepts.  
 
As typically defined in the United States and Europe, the concept of  “AI 
safety” refers to a cluster of research problems that deal with unintended 
harmful behavior or potential exploitation of machine learning systems.17 AI 
safety constitutes a critical domain of research that is the subject of active 
inquiry and expanding activities within industry and academia worldwide. 
However, this research is often poorly understood and under-resourced, 
including in the United States, relative to the scope and scale of safety 
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concerns that may arise with the widespread deployment of AI systems.18 U.S. 
policy initiatives to address issues of AI safety remain nascent and could 
encounter challenges in terms of incentives and implementation.19 To date, 
Russia appears to be progressing more rapidly toward fielding and 
experimentation with unmanned, AI-enabled and potentially autonomous 
weapons systems, including in the course of its operational experiences in 
Syria.20   
 
The Chinese government has started to promote research on and initial 
frameworks for AI safety. The Chinese approach to AI safety or security (人工
智能安全, rengong zhineng anquan) appears to involve not only technical 
concerns but also questions about the impact on social stability and the 
security of the regime against potential threats to its authority.21 This 
conceptualization is distinct from the issues under consideration by 
democratic governments.22 Chinese concepts of AI safety and security have 
continued to evolve and progress, pursuant to active research and ongoing 
initiatives. For instance, the Beijing AI Principles (or “Beijing Consensus on 
AI,” 人工智能北京共识), released in May 2019 by the Beijing Academy of 
Artificial Intelligence, included an emphasis on how to “control risks” through 
“continuous efforts ... to improve the maturity, robustness, reliability, and 
controllability of AI systems, so as to ensure the security for the data, the 
safety and security for the AI system itself, and the safety for the external 
environment where the AI system deploys.”23  Notably, China’s first 
“Guidelines on AI Safety/Security and Rule of/by Law” (人工智能安全与
法治导则), which addressed issues of algorithm security, data security, 
intellectual property rights, societal employment (社会就业),24 and legal 
responsibility, were released in August 2019.25  
 
American, Chinese, Russian, and international policymakers should support 
the convening of technical experts from academia and industry to scope and 
define shared concepts, concerns, and research directions that involve the 
safety and robustness of AI systems. This effort should consider alternate 
framings, such as notions of reliable or robust AI.26 Participants could 
elaborate definitions of the relevant terminology and shape constructive 
discourse, while identifying issues of mutual concern.27 Such initial 
engagement, even on questions of definitions and aligning conceptual 
understanding, can facilitate productive dialogue and could become a basis 
for sharing best practices and devising sound policies to respond to common 
concerns.28  
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2. Pursue joint projects on a trial basis to summarize and evaluate each 
other’s literature on AI safety and other relevant topics, while promoting 
transparency in AI safety and security research.  
 
Even if trust is lacking and tensions are high, collaboration on carefully 
chosen initiatives can create a foundation for improved understanding and 
transparency. For instance, the United States and China have a long history 
of and continued engagement in scientific and technological collaboration 
that includes global health issues, such as capacity building on influenza 
surveillance.29 This collaboration has often proved mutually beneficial,30 
despite ongoing concerns that such exchanges could be exploited for 
technology transfer.31 There are also notable examples of productive bilateral 
or multilateral cooperation on nuclear issues, including cooperation to 
facilitate the removal and security of highly enriched uranium from a research 
reactor in Nigeria to mitigate the risks of non-proliferation.32     
 
Even as the great power competition extends to new functional and 
geographic domains, there are reasons to sustain carefully calibrated 
engagement with competitors. Current dynamics among the United States, 
China, and Russia are different from the Cold War, but certain antecedents in 
Cold War history may hold lessons for today’s challenges. Against the 
backdrop of mistrust and rivalry between the United States and Soviet Union, 
the Apollo-Soyuz Test Project brought together American and Soviet scientists 
and engineers for the first international human space flight, involving a 
rendezvous and joint experiments.33 Despite persistent geopolitical tensions, 
scientists from the United States and Soviet Union continued to pursue select 
scientific and research exchanges, such as biomedical cooperation.34 These 
exchanges provided an opportunity for improved understanding, including 
greater mutual visibility on technological advancements. Today, major 
powers should consider ways to build on those historical precedents. 
 
Sino-U.S. relations are far more complex and economically interdependent 
than U.S.-Soviet relations were during the Cold War, including extensive co-
authorship and collaboration in AI research.35 Although a tendency toward 
strategic distrust on both sides may remain an enduring feature of the U.S.-
China relationship, pragmatic engagement on discrete issues could serve the 
interests of both sides. In AI safety, an initial joint project could include 
collaboration between Chinese- and English-speaking countries to translate, 
summarize, and evaluate each other’s scientific literature on AI safety and 
security. These efforts could focus on promoting transparency into 
applications of AI safety research, such as joint projects on verifying and 
validating systems for autonomous vehicles. One mechanism for future 
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collaboration could be the U.S. National Science Foundation and the 
National Natural Science Foundation of China program co-funding research 
undertaken by joint U.S.-China teams.36 
 
3. Facilitate further Track 2 and Track 1.5 dialogues on concrete problems in 
AI safety and related security concerns.  
 
The United States should promote and facilitate academic exchanges and 
research collaborations that bring together technical experts and social 
scientists from American, Chinese, Russian, and international institutions. Such 
dialogues could discuss concrete issues in AI safety, such as reward hacking, 
robustness to shifts in context, scalable oversight, verification and validation 
protocols, and progress toward reliable and interpretable AI/ML systems.37 
Industry stakeholders and policymakers could support these dialogues by 
providing resources and convening working groups on the sidelines of 
diplomatic engagements and international conferences.  
 
These expert working groups could focus on specific topics in AI safety and 
then share their findings publicly or with their governments through 
designated channels. As with the Pugwash conferences during the Cold War, 
these dialogues could facilitate mutual understanding among scientific and 
technical experts.38 Dialogues on AI safety could be sustained with 
appropriate parameters and assessments of risk in place, despite contentious 
geopolitical circumstances.39 The international landscape for research and 
innovation is far more globalized than during the Cold War, and a more 
multilateral approach could prove effective in defusing and mitigating 
bilateral tensions and introducing a greater diversity of perspectives.  
 
At the same time, gaps often exist in outlook between scientists and 
policymakers, such that trust and potential outcomes from Track 2 initiatives 
cannot be expected to translate directly or necessarily into Track 1 progress. 
Working groups and conferences could gradually incorporate participation 
from government officials to elevate these discussions to the Track 1.5 level.40 
Alternatively, participants could develop tighter feedback mechanisms 
between Track 2 conversations among non-governmental experts in order to 
inform future Track 1 official dialogues among government officials.   
 
4. Develop common standards and shared methodologies of testing, 
evaluating, verifying, and validating systems for AI products and systems, 
including in such global industries as healthcare and autonomous driving.  
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U.S., Chinese, and international policymakers could support the convening of 
a group of experts from academia and industry to discuss common safety, 
testing, and validation standards around self-driving cars and other AI 
products, such as medical devices. This effort could include enlisting officials 
from the National Institute of Standards and Technology and its counterparts 
from Chinese, European, and other relevant institutions to discuss shared 
standards for testing autonomous vehicles and the vulnerabilities of these 
systems to adversarial attacks and systemic failures. Policymakers could 
support and leverage existing initiatives through the Institute of Electrical and 
Electronics Engineers to convene such collaborations.41 Although these efforts 
are critical and should be sustained, government involvement can address 
market failures that create obstacles to adequate investment in the research 
and implementation of AI safety and security measures. Greater focus at the 
federal level will also help bridge gaps between industry and governmental 
programming.  
 
Over time, discussion on critical issues of testing, evaluation, verification, and 
validation could extend to security dialogues and future military-to-military 
engagements. The United States, China, and Russia whether bilaterally or 
multilaterally in conjunction with other major militaries, could explore the 
development of policy and technical standards for the robustness and 
assurance of AI systems used for military purposes, including best practices 
for testing, evaluation, verification, and validation, pursuant to requirements. 
For example, security experts and militaries could agree that no highly 
automated or autonomous systems should be involved in targeting decisions 
where there is any risk of civilian targets being harmed, unless and until it 
meets specific legal and robust technical standards. These standards could 
include establishing with sufficient confidence whether a given system can 
appropriately distinguish between military and civilian targets in compliance 
with international humanitarian law. On the one hand, militaries around the 
world have been integrating semi-automated functionalities into weapons 
systems since the 1980s, especially for air defense, without robust technical 
standards in place.42 On the other hand, existing weapons systems with 
varying degrees of automation or autonomy have experienced notable 
failures and accidents in correctly identifying valid targets.43     
 
The legal and policy issues that arise from these technical concerns could be 
addressed by sharing and clarifying policy frameworks. These efforts could 
also extend to questions of legal liability, policy parameters, and the 
application of the laws of armed conflict frameworks to the use of AI-enabled 
or autonomous weapons systems. For instance, the U.S. Department of 
Defense’s Directive 3000.09 on Autonomy in Weapons Systems established 
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guidelines “designed to minimize the probability and consequences of 
failures in autonomous and semi-autonomous weapon systems that could 
lead to unintended engagements,” including policies for testing, evaluation, 
verification, and validation; training; doctrine; and tactics, techniques, and 
procedures.44 It is unknown whether the Chinese or Russian militaries have 
developed or plan to produce comparable policies.  
  
5. Integrate AI safety and security concerns into existing U.S.-China and U.S.-
Russia strategic dialogues on cyber security, nuclear issues, and strategic 
stability.  
 
The United States, China, and Russia should consider incorporating issues of 
AI safety and security into ongoing dialogues on cybersecurity and nuclear 
stability.45 The integration of AI across a range of military applications will 
impact dynamics in the cyber domain and may even have relevance to 
nuclear capabilities. The impact of AI on global security will depend on how 
it is integrated into and employed within existing domains and systems.46 In 
particular, there are reasons for concern about the impact of autonomous 
weapons systems on the future of deterrence and strategic stability.47 Debate 
continues about the potential for a “new era” of counterforce to undermine 
the survivability of nuclear arsenals.48 The introduction of AI could improve 
targeting by enabling a degree of reliability, precision, and coordination in 
detection and targeting not previously possible, rendering nuclear arsenals 
potentially vulnerable in novel ways that could prove destabilizing.49 
 
Against the backdrop of strategic technological uncertainties, various 
militaries may pursue divergent approaches or behave in accordance with 
distinct calculations of risk. Militaries tend to evaluate each other’s intentions 
and capabilities in terms of worst-case possibilities. Given this reality, and the 
likely deficit of trust on both sides, security dialogues can serve a critical 
function by ensuring regular communication, including the identification and 
mitigation of biases, risks, and misperceptions. These efforts could also 
include discussions of approaches to maintaining meaningful human control 
of AI-enabled and autonomous weapons systems, as well as specific options 
for crisis management and de-escalation in response to accidents or systemic 
failures in military applications of AI/ML.50 It will also be important to 
recognize and seek clarification on differences in U.S. and Chinese nuclear 
doctrines, including apparent differences in the weighting ascribed to false 
positives and false negatives,51 as well as differing approaches to crises and 
escalation management.52  
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Ongoing dialogues could contribute to a shared understanding of the 
technical risks and possibilities of unintended engagements and escalatory 
consequences with greater autonomy and increased employment of AI/ML 
techniques, such as in cyber capabilities and operations. Policymakers should 
weigh the relative benefits of working through existing mechanisms for 
dialogue as opposed to creating new multilateral approaches and 
standalone dialogues. In recent history, while concrete progress on risk 
reduction and crisis management has proven more elusive, U.S.-China 
military-to-military relations have achieved some success in conveying signals 
and clarifying intentions.53 It will be all the more critical to seek and reach 
shared understandings on these issues in the future.   
 
6. Devise potential parameters and institutional architectures for an “open 
skies on AI.”  
 
In moments of intense rivalry, improvements in transparency can reduce 
misperceptions and promote shared situational awareness in ways that 
render clandestine preparations for a military attack more challenging. 
During the Cold War, the United States proposed to the Soviet Union what 
later became known as the Open Skies Treaty.54 While the Soviets initially 
rebuffed this proposal, it helped lay the groundwork for verification regimes 
that the United States and Soviet Union agreed to within their nuclear treaties. 
The Open Skies concept was subsequently revived and negotiated between 
members of NATO and the Warsaw Pact.55 Signed in 1992, the treaty allows 
for aerial surveillance of military forces and activities.56  
 
Recently, the future of “Open Skies” has been called into question, in part 
because of challenges in the treaty’s implementation, but defenders underline 
its historical and continuing importance as a model for promoting 
transparency through agreed mechanisms for monitoring and information 
sharing.57 In AI, verification may prove far more challenging, but technical 
solutions, including those that enable sharing of the characteristics of a model 
without compromising the privacy of the training data used, could facilitate an 
appropriate balancing of security and transparency.58 As attention turns to AI 
as a new focal point of rivalry, the uncertainty of measuring relative progress 
in AI research and its military applications could heighten the security 
dilemmas that often characterize and exacerbate great power rivalries.59 
Militaries may tend toward overestimating or exaggerating each other’s 
capabilities, even to an extent that can fuel arms racing dynamics, while 
potentially overlooking the risks of misperception or miscalculation.  
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For AI safety, one way to manage this dilemma could be for technical and 
non-technical experts from both countries to conduct shared demonstrations 
of commercial AI systems and observe the systems’ failure modes. These 
shared demonstrations could build trust, foster a culture of responsibility 
among AI researchers and organizations, and spur research into AI safety 
protocols. Since commercial enterprises account for the majority of AI 
research and spending, including research and spending relevant to future 
military capabilities, policymakers should increase their outreach to 
companies, particularly those openly contributing to dual-use or military 
research and applications. Governments should also dedicate resources to 
sectoral analysis of how commercial technologies are governed and 
managed, including to prevent their exploitation by non-state actors with 
malicious intentions.60 For instance, it could be productive to develop norms 
and guidelines on adversarial examples and data poisoning, or at least an 
improved understanding of vulnerabilities in AI/ML systems.  
 
7. Establish channels to share AI research whose transfer and diffusion could 
prove generally beneficial.  
 
Under certain circumstances, it may be mutually beneficial to transfer—even 
to rivals or potential adversaries—technologies or techniques to reduce risk 
and prevent accidents. During the Cold War, the United States developed 
and offered to share permissive action links as a cryptographic control to 
guard against unauthorized employment of nuclear weapons.61 At present, a 
comparable undertaking could include efforts to define the types of AI 
research both countries would be willing to share and promulgate. Experts 
from the United States, China, and Russia could explore improvements in AI 
safety and surety, such as failsafe mechanisms or supervisory algorithms. Of 
course, there is a risk that sharing these ideas could be one-sided or subject 
to exploitation, but initial exchanges on the topic could gauge the viability of 
this approach.  
 
AI research is often open and open source in character, but established 
channels can facilitate the transfer of knowledge in areas of mutual benefit. 
For example, advances in interpretability could allow researchers to better 
understand and anticipate risks in the AI systems they are building and 
deploying. Even among competitors, there may be benefits to sharing and 
collaborating on machine learning models that provide estimates of 
uncertainty. If major militaries or intelligence communities become more 
reliant on AI/ML for early warning and predictive analytics, for instance, 
potential mistakes could create dynamics of algorithmic misperceptions that 
result in strategic miscalculation or accidental escalation.62 There may also be 



Center for Security and Emerging Technology | 12 
 

benefits in exchanging best practices and sharing information on progress in 
developing countermeasures to adversarial examples; detection of bugs, 
ambiguities, and negative externalities; and scenario planning for misuses of 
or accidents involving AI. Such exchanges could happen, and to some 
degree are already occurring, in industry and academia because of the 
relative openness of AI as a field. Governments can play a role in facilitating 
these discussions, connecting them to ongoing policy processes, and 
establishing parameters to mitigate risk in the process.  
 
In the future, policymakers could explore the development and exchange 
among militaries of failsafe mechanisms to prevent loss of control or provide a 
“circuit-breaker” or failsafe in the case of unintended engagements. At a 
minimum, governments could agree on a protocol for informing each other of 
AI-enabled or autonomous systems that are malfunctioning, such as an 
underwater autonomous system that experiences navigation difficulties 
resulting in its intrusion into another state’s territorial waters. One template for 
such a protocol could be the Incidents at Sea Agreement between the United 
States and the Soviet Union.63 It will be important to address the potential for 
gaps in development and assurance from a multidisciplinary perspective.64 
Already, major power militaries are developing weapons systems with 
varying degrees of autonomy that incorporate new advances in AI/ML. 
Given the many reasons for skepticism that a ban is feasible in the near future, 
the introduction of failsafe and crisis management mechanisms could reduce 
risks.  
 
Lessons Learned and Challenges  
 
Pragmatic engagement on these core concerns of AI safety, security, and 
stability must be informed by an understanding of past experiences and 
potential challenges. The lessons learned from previous U.S.-China and U.S.-
Russia dialogues and technological collaborations can maximize the areas of 
productive conversation and minimize the potential negative consequences of 
these complex interactions. At the same time, the choice between pursuing 
bilateral and multilateral engagement on these issues merits careful 
consideration. As Track 2 dialogues in the Asia-Pacific have expanded 
significantly in scope and number, the research on and evaluation of their 
impact remains nascent.65 For the United States, direct dialogue with China 
and Russia may be productive on some issues, yet bilateral efforts have at 
times encountered intense frictions. Multilateral engagements may therefore 
be beneficial on issues of more general concern. These dynamics deserve 
continued study.  
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We encourage consideration of the following lessons learned and principles 
to inform ongoing and future initiatives:      
 

• Pursue a practical approach to progress and aim to achieve realistic 
objectives. There is value in tackling narrow, concrete issues that can 
show early, tangible results in order to sustain momentum for 
continued discussions, particularly at a moment of intensifying 
geopolitical competition. In pursuing a long-term vision, a persistent 
focus on initial steps and concrete deliverables is important to 
manage expectations, since results tend to require patience and 
“continuous engagement” over time.66  
 

• Convene relevant stakeholders with the right range of expertise, 
experience, and perspectives. It is vital to bring the right participants 
to the table from the start, ensuring a good match of counterparts with 
relevant expertise and experience on both sides. Ideally, the process 
of convening the dialogue should be informed by mapping out the 
key players and stakeholders in AI safety and security on both or all 
sides, identifying critical needs, misperceptions, and productive 
avenues for conversation. Seniority can be important to ensure that 
the outcomes have buy-in from relevant stakeholders. At the same 
time, ensuring current expertise and relevant experience requires 
looking beyond the “usual suspects” or typical interlocutors.67 In 
particular, dialogues on AI and otherwise should consider diversity 
and inclusion as core factors that mitigate groupthink in these 
conversations.68 From a practical perspective, organizers should also 
take into account geographic considerations that may affect various 
participants differently, including due to security concerns and 
difficulty in obtaining visas or permission to travel. Given security 
concerns among the United States, China, and Russia, there is a trend 
toward having dialogues in third countries, elsewhere in Asia or in 
Europe. This is one practical approach to maximizing participation on 
both or all sides. 
 

• Expect and require reciprocity and symmetry in exchange. In some 
past dialogues, perceived disparities in levels of openness and 
transparency among Chinese and American participants have tended 
to become a source of friction. Indeed, while sharing and signaling on 
important messages can be productive regardless, limited progress in 
transparency can undermine the sustainability of engagement, or 
even raise questions about attempts at deliberate misdirection or 
manipulation through misinformation.69 Ideally, these efforts should be 
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designed in a manner that requires and is contingent on relative 
reciprocity and promotes symmetry in exchanges.  
 

• Mitigate the risks of technology transfer and counterintelligence. U.S.-
China dialogues and technical exchanges have often provoked 
concerns about their potential for exploitation of access to sensitive 
information and targeting of intelligence efforts against experts, 
scientists, or officials.70 It is important to consider and balance the 
tradeoffs: maximizing the granularity of these conversations by 
including more strategic and technical experts, on the one hand, and 
mitigating the risks of collection and counterintelligence on the other. 
Although the state of AI as a field remains open and collaborative, 
participants in these dialogues should exercise caution and 
appropriate judgment to address concerns about dual-purpose 
exploitation of knowledge or technology. At the same time, a norm or 
expectation that both/all sides will be providing reporting through 
appropriate channels to their respective governments can also be 
productive in ensuring that insights and lessons learned are conveyed.  
 

o On both sides, participants may be concerned about their 
counterparts’ objectives, potential engagement in collection, 
or both. In some cases, Chinese participants in such 
engagements may be linked to and could enable targeting for 
intelligence purposes, including for the Ministry of State 
Security or military intelligence. The Chinese Communist 
Party’s United Front Work Department has also leveraged 
dialogues as a means of cultivating relationships and shaping 
perceptions with the objective of exerting influence.71  
 

o For American participants, preparation is paramount, and 
awareness of issues like personal cyber security is critical. For 
instance, the U.S. government should dedicate more resources 
and establish clearer parameters for informing and pre-
briefing military and government representatives who are 
participating in these dialogues, as well as civilian, non-
governmental participants. 
 

• Ensure that dialogues and collaborative engagements are structured, 
routinized, and regularly evaluated for their results. It is important to 
ensure that Track 2 conversations are regular and ongoing as 
opposed to one-off events. This consistency may require developing 
concrete metrics to evaluate results and justify continuation. For 
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instance, producing reports or joint statements and analytic or 
academic publications can be constructive, but these products must 
be balanced against the value of patience and confidentiality in 
discussions.  
 

• Establish clear communication and address the potential for 
misinterpretation. Initiatives should address difficulties in 
miscommunication or misinterpretation issues up front and early, such 
as clarifying definitions of “AI,” AI safety and security, and standards 
for robustness and assurance, as well as best practices for testing, 
evaluation, verification, and validation. Practically, reliable 
simultaneous interpretation, which often requires specialized expertise 
in translation on topics that can be highly technical, is a prerequisite 
for productive conversations. 
 

• Prioritize candor in raising serious concerns, while maintaining civility 
and amicable interaction. It is counterproductive to refrain from fully 
and openly articulating urgent concerns and differences of opinion, 
including on issues of values and human rights, at a time when serious 
issues remain unresolved in U.S.-China and U.S.-Russia relations. In 
particular, U.S.-China engagement can risk legitimizing human rights 
atrocities in Xinjiang, civil rights violations in Hong Kong, and other 
deeply concerning practices unless participants raise them in the 
conversation where salient.72 The risks of moral hazard and “ethics-
washing” are real, particularly if dialogues on issues of AI ethics, 
safety, and security in China fail to address the ways in which the 
Chinese government has been leveraging AI to bolster state capacity 
for censorship and surveillance, including the use of facial recognition 
to target ethnic minorities.73 Fear of causing offense or a tendency 
toward self-censorship can hinder those at the table from being 
willing to raise such issues directly and without fear of “losing access” 
or being subject to retaliation (e.g., being denied a visa).74  
 

• Coordinate and maintain shared situational awareness across related 
dialogues. Consistently, a lack of adequate coordination across or 
among dialogues and within the U.S. government can hinder the 
development of shared situational awareness and promulgation of 
lessons learned. These dialogues are often not public, but there is a 
norm and an expectation that the sides will brief their respective 
governments, which is also important to ensure that results can inform 
current and future Track 1 interactions. No single clearinghouse in the 
Department of State, Department of Defense, or elsewhere in the U.S. 
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government appears to track and monitor these activities. There are 
often major asymmetries in coordination and preparation among 
American, Chinese, and international participants in this regard. As a 
consequence, the U.S. government may have limited visibility on 
what’s happening and where Track 2s have a logical tie-in with Track 
1 initiatives. There should be tighter feedback loops between Track 1 
and Track 2 dialogues where appropriate, including meetings and 
coordination among governmental and non-governmental 
stakeholders throughout the process to ensure clarity of objectives, 
information sharing, and channels for actionable recommendations.  
 

• Examine and introduce lessons learned from recent and historical 
experiences. There is value in undertaking more comprehensive 
assessments of different Track 2 conversations and diplomatic 
negotiations on arms control to identify lessons learned and best 
practices. It is important to capture and operationalize lessons 
learned from the recent history of Track 1.5/2 dialogues with China 
and Russia, particularly those involving nuclear issues and, more 
recently, cyber security, as well as ongoing engagements with allies 
and partners.75  

 
Conclusions and Implications 
 
The stakes are too high to refrain from pursuing challenging conversations on 
AI safety and security. It is encouraging that policymakers and stakeholders in 
the United States, China, Europe, and worldwide appear to be open to and 
support engagement in these discussions.  
 
Against the backdrop of complex geopolitical contingencies, trust among 
great powers is lacking, and even historical alliances are coming under new 
pressure. These issues transcend any single country or government, involving 
a much wider range of stakeholders and uniquely complex threats and 
challenges. Even if progress is slow, the benefits include potential for instilling 
common norms, practices, and behaviors within discrete communities.76  
 
On these vital issues, pragmatic engagement should pursue courses of action 
that can be productive even in the case of a deficit or absence of trust. U.S.-
China competition has been heightened by the mutual construction of 
narratives that reinforce rivalry and adverse perceptions of “the Other.”77 
Attempts to build trust or address mistrust are unlikely to yield near-term 
dividends, given the overall climate of great power relations. In this context, 
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policymakers will need to explore options for costly signaling of intention and 
credibility.78 It is worth considering the range of possible signals that both 
sides might convey to enhance the credibility of their respective commitments 
on AI safety and security. All militaries should consider restraint in deployment 
of AI-enabled and autonomous weapons systems while exploring 
mechanisms to demonstrate commitment and implementation of any 
agreements in the absence of feasible options for verification. 
 
The shared threats and challenges of AI present an opportunity for pragmatic 
international engagement. In recent history, the United States has been a 
leader in the construction and maintenance of the rules-based international 
order. New trends in geopolitics and emerging technologies present new 
challenges to existing institutions and demand new paradigms to mitigate risk. 
As today’s order comes under greater pressure, it is imperative for American 
policymakers to re-engage on such critical challenges. U.S. policy priorities 
on AI safety begin at home, but also must extend to international engagement 
and collaboration with allies, partners, and competitors. The core issues of AI 
security are at once abstrusely technical and incredibly strategic, demanding 
attention at the highest levels of leadership. Creative thinking on policy 
solutions can look to historical lessons from bilateral and multilateral 
engagements on military-technical issues, while seeking novel solutions. 
Great powers should exercise greater agency in shaping the future of AI and 
responding to the dilemmas it poses for global security and stability.  
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